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BAYESIAN MCMC ESTIMATION

THE MEANS AND STANDARD DEVIATIONS reported in Table 1 are con-
structed as 6 = 1 3°3_ 6° and \/ L3 (6 —6) - (6° — 0), respectively, where
(0, ...,6°, ..., 0% is a Monte Carlo Markov chain (MCMC) of S draws from
the posterior distribution P(6 | D). We use MCMC techniques to calculate the
moments of P(60 | D) because they have no closed-form representation. The
type of MCMC sampling we use—random walk, Metropolis—Hastings—allows
us to simulate draws from P(6 | D) without having to sample from P(6 | D)
directly (Gilks, Richardson, and Speigelhalter (1996)).

Before describing our sampling algorithm, several comments are in or-
der. First, we generate the chain in terms of a monotonic transformation
of the parameter vector 6 = b(6) and we recover (0',...,6%, ..., 6% from
(6',...,6°, ...,60% by inverting this transformation." This transformation is
not necessary, but it helps the chain to “mix” well; that is, to move quickly
through the support of P(60 | D).

Second, we use a Metropolis—Hastings single-component updating algo-
rithm. To do so, we break 6° into blocks, 6° = (6, 65, ..., 63); then we up-
date these blocks sequentially. The block definitions reflect the structure of
the model: 6, =V¥,0,=A,,0,=23,,0,=1,0s=3.,0,=m, 0; = (v, p, 0¢),
and 63 = s. (In terms of the transformed parameters, the blocks are 6 =
(éi, é;, R 5;).) This allows us to better control acceptance rates, which in
turn determines how quickly the chain moves through the support of P(6 | D).
Given this single-component approach, the Metropolis—Hastings algorithm in-
volves the following steps:

1. Set s =0, i = 1, and choose an arbitrary vector of initial values, 6° =
(69,69, ...,6%). From this, construct the transformed vector 6° = b(6°). Any
0° € {0| P(0| D) > 0} will do; experimentation with alternative initial vectors
is advisable.

2. Draw a candidate new value for subvector i from the random walk
process 0 = 6° + 93, where & is a conformable vector of zero-mean, mul-
tivariate normal shocks with covariance matrix 3;,. This covariance matrix is

Specifically, 0; = exp(é,-) for variances, 6; = exp(éj) + 1 for demand elasticities, and 6; = 5]-
for all other parameters. These transformations reflect our lognormal priors for variances and
demand elasticities.
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chosen once at the beginning of the simulation; its magnitude determines ac-
ceptance rates.

3. Define the vector 6°, = (8", ..., &:*1, 6:,,,..., 63) to include all but
the ith subvector of @*, with the first i — 1 components already updated for
the sth iteration and the remaining i 4+ 1 through 8th components yet to be

updated. Then construct the probability

) . (P(6716°,D)
o =min| ———,1
' P(6]6°,,D)

and update the ith block of the parameter vector according to

O+, 95 ) = (6:,0°)) w@th probab@l@ty al,
oo (6, 0°,) with probability 1 — o.

Given that
P(6;,6° ;| D)
P(9;10°,,D)=
J, P(0;,6°,1D)do,
and
, P(6;,0°, | D)
P(6710°,D)=

f@iP(eia Hil | D) dei’

the ratio of probabilities needed to construct ! is simply the posterior eval-
uated at the proposed parameter vector divided by the posterior evaluated at
the current parameter vector:

P(6;16°,,D) P(6;,6°,,D)
P(6:|6°,,D) P(6,6°,D)

—i i —i

4. Ifi<8,seti=i+1landgotostep2. Ifi=8ands < S,sets=s+1,
i=1, and go to step 2. If i = 8 and s = S, the chain is complete.

Conditions for convergence of the Metropolis—Hastings algorithm are very
weak. Let @ be the support of P(6 | D). Then, as long as one begins the chain
from some 6° € O and as long as the proposal density (in our case, the ran-
dom walk) assigns positive probabilities to transitions from any 6° € @ to any
O, C O such that P(08 € O, | D) > 0, this algorithm generates a serially cor-
related sequence of 6’s that converges to the stationary distribution P(6 | D)
(e.g., Geweke (1997)). As a practical matter, acceptance rates between 0.15
and 0.50 tend to generate chains that “mix” well; that is, that move relatively
quickly through the support of P(0 | D). Accordingly, we choose the covari-
ance matrices 3, to keep acceptance rates in this range. Also, to ensure that
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the chain has reached its stationary distribution, it is necessary to discard a
sufficiently large initial “burn-in” period.

Because each evaluation of the likelihood function involves repeated, mul-
tidimensional numerical integration and because one complete iteration in-
volves eight evaluations, it is only possible to generate approximately ten com-
plete 6 draws per minute for the industry with the most plants (knitting mills).
We treat the first 10,000 draws as our burn-in and base our analysis on the
90,000 following draws. Visual inspection of the chains suggests that most pa-
rameters mix very well and remain within a stable range, although the sunk cost
parameters appear to mix rather slowly. We cannot rule out the possibility that
the chain is trapped in the neighborhood of one mode, but several experiments
with different starting values all led back to the same support.

SENSITIVITY ANALYSIS OF POSTERIOR DISTRIBUTIONS

The priors we use for the reported results are fairly diffuse. To deter-
mine the extent of their influence on our results, we scaled the standard
deviations of most prior distributions by a factor of 5 and reestimated.
The only priors for which we did not do this were for the variance para-
meters (0,1, 0wz, Oe1> 2, 0¢) and the roots of the autoregressive processes
(Ax1, Ax2, Ag). We do not adjust the former because our lognormal densities im-
ply that the original specification was already extremely diffuse (with standard
deviations on the order of exp(400)), and we do not adjust the latter because
the original specification was diffuse on the stationary support [—1, 1].

Tables SI-SIII juxtapose the results reported in the text with our estimates
based on the more diffuse priors. If we had been able to generate sufficiently
long MCMC chains, all of the differences between the two sets of results would
reflect the associated differences in priors. However, with finite chains, it is in-
evitable that these differences also reflect some sampling error. Note first that
relaxing the priors has virtually no effect on the sunk cost and fixed cost pa-
rameters. Similarly, domestic size dummies, exchange rate coefficients, and
quartiles of the cross-plant distribution of foreign demand elasticities show
little sensitivity to the priors. The only parameters that seem to be sensitive
to priors concern the gap between foreign and domestic demand elasticities.
When we let these differ by a factor of 5 rather than 1, we estimate this gap
to be substantially larger. Given that these are, for our purposes, nuisance pa-
rameters, this sensitivity has no bearing on our inferences concerning export
volumes or export market participation.

IN-SAMPLE FORECASTING

To assess the in-sample fit of our model, we set all parameters to their pos-

terior means @ and simulate a set of revenue trajectories R{ for a hypothetical
set of plants. This set begins with the same base-year pattern of export market
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participation and domestic sales volume (small versus large) that we observe
in the first year of the data set. Thereafter, it evolves with random draws on the
model’s exogenous stochastic variables x;, and ¢;,. Each ¢;, realization is a draw
from N(0, 3,) and each x;., realization is a draw from fy,(x; | Y, z:, €1, 6)
simulated forward one year.> The simulated (x;,, &;,) trajectories are combined
with actual exchange rate realizations and substituted into equations (3) and
(8), evaluated at 6, to impute foreign sales trajectories for each hypothetical
plant. The entire simulation process is repeated 300 times per plant and, for
each set of simulations, trajectories of export market participation patterns and
total export revenues are constructed.

Figures S1 and S2 summarize the model’s ability to explain temporal vari-
ation in aggregate export volumes and total numbers of exporters. Figure S1
shows that predicted total exports are fairly close to the realized trajectories
for all industries, that general tendencies to expand or contract are captured
by the model, and that realized trajectories always fall within the 10th and 90th
percentile bounds. Similar comments apply to Figure S2, although the model
shows some tendency to underpredict the number of exporters in the later sam-
ple years.
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FIGURE S1.—Predicted versus realized total export revenue.
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