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1 Introduction

Lenders typically learn new information about their borrowers over time (Petersen and Rajan,

1995). What are the consequences of restricting how lenders use such information, and what

does this reveal about the role of such information in credit markets?

I study these questions in the context of the US credit card market and the Credit Card

Accountability Responsibility and Disclosure (CARD) Act of 2009. The CARD Act restricted

credit card lenders’ ability to discretionarily raise borrowers’ interest rates over time and also

restricted fees that could otherwise substitute for such interest rate increases, broadly limiting

the responsiveness of borrower-specific pricing to new information.

Understanding the effects of the CARD Act price restrictions is important both because of

these restrictions’ economic interest and because of the credit card market’s central role in the

supply of US consumer credit. Among the estimated 85 million US households with credit cards,

roughly 60% use credit cards for at least occasional borrowing, accessing over $3 trillion in open

credit lines. Reliance on credit card borrowing is especially pronounced for subprime consumers,

for whom the share of accounts used for at least occasional borrowing exceeds 95%.1

In this paper, I quantify the distributional and efficiency consequences of the CARD Act

price restrictions. I analyze two channels through which informational restrictions on pricing can

influence credit market outcomes. First, if lenders learn over time about borrower demand, these

price restrictions may limit lenders’ ability to adjust markups personalized to each consumer.

Second, such restrictions may also limit lenders’ ability to adjust prices for risk, which may

exacerbate the effect of information asymmetries and induce either partial or complete market

unraveling. Both channels matter in the short run and also dynamically in this setting: consumers

face changes to their demand and risk over time, and consumers may value low pricing more in

some states than in others. The interplay of these forces may cause interest rates to fall for some

consumers and rise for others; total welfare may also either rise or fall.

I study these effects using two large administrative datasets. The first contains monthly

account-level data from the near-universe of US credit card accounts. These data have detailed

price measures, including both interest rates paid and fees incurred, as well as measures of out-

standing consumer debt, new borrowing, and repayment. The second dataset is a large, randomly

sampled panel of US consumer credit reports. These data reveal patterns not observable in the

account data, including which consumers are not credit card holders at a given time.

I first present new facts about how credit card pricing changed with the implementation of

the CARD Act. I show that the class of interest rate increases restricted by the Act affected

over 50% of borrowing accounts annually prior to the CARD Act, but this rate of incidence

dropped to nearly zero once the Act took effect. The elimination of these interest rate increases

had immediate effects on the price distribution: as lenders became unable to discretionarily

1See Bricker et al. (2017) and this paper’s Appendix Table 3.
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raise some borrowers’ interest rates, price dispersion (as measured by the interquartile range of

interest rates) on new cohorts of mature accounts dropped immediately by one third. The bottom

of the price distribution was also compressed, albeit not immediately: within credit score, the

bottom quartile of interest rates rose over time relative to the mean by over 100 basis points for

most prime borrowers and by over 200 basis points for subprime borrowers. The credit score

segments that saw the greatest increase in the left tail of the price distribution also experienced

the greatest rates of consumer exit. This is consistent with (partial) market unraveling as the

market shifted toward greater pooling (Akerlof, 1970).

I also describe the dynamic pricing of risk- and demand-relevant information after the CARD

Act. Prior to the Act, interest rates were strongly responsive to changes in risk after origination,

whereas after the Act, such “emergent” risk became nearly 75% cheaper for a borrower, relative to

risk observable at origination. Lenders appear to face higher adverse retention of risky borrowers

as a result. I find that the Act also restricted lenders from adjusting interest rates in response

to private information about borrower demand, and that lenders’ excess returns from privately

high-demand borrowers then fell. These two results underscore the importance of both demand-

and risk-relevant information in studying the Act’s effects.

With these descriptive results in mind, I develop and estimate a structural model of the credit

card market as a tool for studying the CARD Act price restrictions. The structural model features

consumers who face changes in their risk and demand over time, differentiated lenders who acquire

private information about borrowers, and flexible correlation between borrower demand and risk.

I estimate the model on the pre-CARD-Act equilibrium observed in the market. I then impose

the CARD Act price restrictions in the model and analyze their effects for different types of

consumers and for total welfare when the market re-equilibrates. Consequently, this exercise

quantifies one precise sense of the Act’s restrictions’ effects: the ceteris paribus effects holding

consumer characteristics and other features of the pre-CARD-Act environment constant, rather

than the effects of these restrictions in conjunction with other contemporaneous changes, such

as the Great Recession and coincident regulation that both accompanied the Act.

In estimating the model, I estimate several key parameters related to the workings of the US

credit card market that to my knowledge are not available in previous academic work. I use a

novel source of quasi-experimental price variation – portfolio-wide repricing of existing accounts

– to estimate borrowers’ sensitivities to price. Other demand estimates indicate that consumers’

setup (or switching) costs for opening new credit card accounts are relatively high, contributing

to persistence in lending relationships even when consumers face ricing prices over time, and that

markups in the pre-CARD-Act credit card market were substantial, for example exceeding 40

percentage points annualized for the median-risk subprime consumer.

Imposing the CARD Act price restrictions in the model reveals several interrelated effects.

On net, the restrictions cause average traded prices to fall throughout the market and especially
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on subprime accounts, consistent with the results in Agarwal et al. (2015b). At the same time,

some consumers who previously could access the cheapest credit within their credit score segment

tend to face higher prices and exit from borrowing. This type of partial unraveling is especially

pronounced among subprime consumers, and I estimate that prices newly exceed willingness to

pay for over 30% of borrowers. Nonetheless, given the effect of lower prices for consumers with

the strongest demand for credit, consumer surplus rises throughout the market.

This rise in consumer surplus is larger than the fall in lender profits. Besides this transfer from

lenders, another source of consumer surplus gain is the insurance value of the CARD Act restric-

tions for consumers whose credit scores deteriorate over time. This insurance is most relevant

for superprime borrowers.2 However, the Act’s insurance value also affects the interpretation of

surplus gains among subprime borrowers. The subprime borrowers who benefit most are those

whose credit score has recently fallen below prime, since these restrictions allow them to retain

favorable pricing from loans originated at prime scores. In contrast, subprime borrowers looking

to open a new credit card – for example, a young borrower or a long-time subprime consumer –

feel the effects of market unraveling more severely.

This paper makes several contributions relative to existing literature. In a seminal paper,

Agarwal et al. (2015b) also study how the CARD Act affected credit card pricing, finding through

a difference-in-differences strategy that the Act reduced the average, fee-inclusive price of credit

card borrowing. They also estimate the effects of several non-price provisions of the Act not

studied here, such as the Act’s nudges for consumers to repay balances more quickly. I com-

plement their analysis by examining which consumers benefited from CARD-Act-induced price

decreases, and which consumers may have instead exited the market as they were pooled with

their peers; I also translate these price changes and exit patterns into estimates of consumer

and total surplus gains. Furthermore, I highlight the importance of reducing market power from

private information rents, and of the insurance value in the Act’s restrictions, as countervailing

forces that made it possible for the Act to increase surplus despite the Act making it more diffi-

cult for lenders to price risk. Finally, I show these surplus gains would be mitigated or reversed

were it not for the relatively high markups in pre-CARD-Act pricing.

Other research on the CARD Act includes Keys and Wang (2019), who study the Act’s nudges

for borrowers to pay more than their minimum required payment each month, Jambulapati and

Stavins (2014), who describe patterns of account closures and credit line changes coinciding

with the Act and the Great Recession, Debbaut et al. (2016), who focus on the Act’s particular

restrictions to protect young borrowers, and Han et al. (2017), who compare direct-mail offers for

credit cards with those for other financial products before and after the CARD Act to conclude,

consistent with my results on partial market unraveling among subprime accounts, that the

Act partially curtailed supply among subprime credit cards. There is also a growing body of

2I refer to FICO scores below 660 as subprime, FICO from 660 to 720 as prime, FICO scores of 720 and above
as superprime. If there appears no risk of confusion, I also at times use prime as an antonym for subprime.
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theoretical work focused on the CARD Act price restrictions in particular: Hong et al. (2023) and

Pinheiro et al. (2016) examine pricing and welfare effects of repricing restrictions in a perfectly

competitive setting, whereas lender market power plays a central role in my study.

This paper also joins a long literature examining the competitiveness of, and sources of

market power in, the credit card industry. After Ausubel (1991) showed limited pass-through

of lenders’ cost of funds to borrowers, many have explored whether and why the industry may

be imperfectly competitive, including for reasons of search costs (Berlin and Mester (2004),

Galenianos and Gavazza (2019)), consumer irrationality (Brito and Hartley (1995)),3 adverse

selection (Stavins (1996)), and lender concentration (Herkenhoff and Raveendranathan (2019)).

My work integrates many of these potential sources of market power in a single model – including

switching costs across firms, adverse selection, and lender private information – and provides an

estimation framework that helps identify their relative importance. My results on the particular

importance of switching costs across firms join a growing recent literature on the role of switching

costs in selection markets, including Handel (2013) and Illanes (2016).

I also provide new evidence on consumer demand for credit card borrowing and how consumers

respond to changes in their credit terms. To date, much of the research on this front has focused

on how spending or borrowing responds to changes in credit limits (Gross and Souleles, 2002;

Agarwal et al., 2018; Gross et al., 2019; Fulford, 2015). Research on how borrowers respond to

interest rates and fees has been more limited.4 To help fill this gap, I estimate borrower price

elasticities across a range of borrower risk types, and I also estimate primitives of a rich demand

model – including switching costs, liquidity costs, and disutility from price – that predict how

price elasticities change non-locally as pricing changes. Estimates of these primitives help not

only for understanding the CARD Act price restrictions, but also for future research in consumer

credit markets.5

This paper is organized as follows. In Section 2, I provide background on the credit card

3Research on behavioral consumers in the credit card market has remained quite active, including work by
Heidhues and Koszegi (2010), Meier and Sprenger (2010), Heidhues and Kőszegi (2015), Ru and Schoar (2016),
and Kuchler and Pagel (2018). Related work focuses on how consumers learn over time how to avoid apparent
mistakes with credit cards (Agarwal et al. (2008), Agarwal et al. (2009)) and how the probability of mistakes also
falls as consumers face higher stakes, e.g. higher balances borrowed (Agarwal et al. (2015a)). However, for some
contrasting evidence on this point, see Gathergood et al. (2019).

4The available evidence does find a nontrivial elasticity of borrowing with respect to interest rates, although
this evidence tends to use price variation generated either by (1) the pre-scheduled expiration of promotional
interest rates (Gross and Souleles (2002)), which may predominantly affect a particularly price-sensitive sub-
set of borrowers who serially shop for promotional rates, or (2) within-account interest rate changes over time
(Alexandrov et al. (2017)), which, as I detail in Section 3.2, can arise endogenously as lenders respond to shifts
in individual borrowers’ risk or demand.

5Beyond the credit card market, this paper contributes to a growing literature using tools from industrial
organization to study consumer financial markets (Allen et al., 2014, 2019; Benetton, 2021; Bhattacharya et al.,
2019; Buchak et al., 2020; Chatterjee et al., 2020; Clark et al., 2021; Cuesta and Sepulveda, 2021; Dempsey and
Faria-e-Castro, 2021; Egan et al., 2017; Robles-Garcia, 2020; Galenianos and Gavazza, 2019; Jiang, 2020) and
the welfare implications of personalized pricing more broadly (Grunewald et al., 2023; Dubé and Misra, 2023;
Buchholz et al., 2024; Rhodes and Zhou, 2024).
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market, the CARD Act and the two datasets that I analyze. In Section 3, I report descriptive

analyses of how lenders used CARD-Act-restricted repricing prior to the Act and how the market

responded to the implementation of the Act. I develop and estimate my model of the credit card

market in Section 4. Section 5 presents results using the model to study how the CARD Act’s

pricing restrictions affect prices, borrowing and welfare in equilibrium. Section 6 concludes.

2 Background and Data

The US credit card market is an important source of credit for many households (Bricker et al.,

2017). Before the CARD Act, the price of this credit depended largely on two types of informa-

tion: consumer credit bureaus and credit scores; and cardholder behavior after origination. The

former is public information in that it is available to all lenders. Much of the latter is private to

a lender and not observable to competitors, including a consumer’s shopping and borrowing be-

havior. Lenders pricing of individual accounts based on this private information is also typically

not observable to competitors.

The CARD Act substantially limited lenders’ ability to price this private information, through

restrictions both on interest rate increases and on behavior-contingent fees, such as over-limit fees

or late fees. Further institutional details are discussed in the Supplemental Appendix’s section

A.2 (Nelson, 2025).

I use two main datasets in my analysis. Both are anonymized, administrative datasets fur-

nished by industry and maintained by the Consumer Financial Protection Bureau (CFPB). One

dataset is the CFPB’s Credit Card Database (CCDB), a near-universe of de-identified credit

card account data in a monthly panel from 2008 to present (Consumer Financial Protection Bu-

reau, 2013c). The data include all open credit card accounts held by 17 to 19 large and midsize

credit card issuers (lenders), which together cover roughly 90% of outstanding general-purpose

US credit card balances. For each account in each month, the data show totals of all aggre-

gate quantities that would appear on a monthly account statement, including total purchases in

dollars, amount borrowed and repaid, interest charges and fees, payment due dates, and delin-

quencies. These data represent a modest superset of the credit card data used in Agarwal et al.

(2015b) and Agarwal et al. (2018), including 9 to 10 additional midsize issuers that cover an

additional 17% to 23% of outstanding balances.

The second dataset is the CFPB’s Consumer Credit Panel (CCP), a large, randomly sampled,

anonymized panel of consumer credit reports drawn from one of the three nationwide consumer

credit reporting agencies (Consumer Financial Protection Bureau, 2013b). The CCP makes it

possible to study borrower entry and exit from credit-card holding. Neither accounts nor account-

holders can be linked between the CCDB and CCP. Appendix A.3.2 provides additional detail

on both datasets.
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3 Descriptive Evidence

This section presents descriptive evidence on credit card market changes after the CARD Act.

3.1 Price Changes and Price Dispersion

In Figure 1 Panel (a), I show the prevalence over time of the type of discretionary interest rate

increases restricted by the Act (these restrictions are discussed in detail in Appendix A.2). Forty-

eight to fifty-four percent of borrowing accounts experienced such a discretionary interest rate

increase at least once a year before the CARD Act. The prevalence of interest rate increases

then dropped sharply to nearly zero after the Act.

In Panel (b) of the figure, I document that this decrease in the prevalence of interest rate

increases coincided with an immediate compression in the dispersion of interest rates across

accounts. In this figure, I show the interquartile range (IQR) of interest rates after controlling

for origination FICO score, with one data point presented for each quarterly origination cohort.

For cohorts reaching maturity before the Act’s repricing restrictions went into effect, these IQRs

are consistently about 7.5 percentage points; for cohorts reaching maturity after these restrictions

took effect, these IQRs fell sharply to around 5 percentage points.

In Appendix Table 1, I present further evidence on which percentiles of the price distribution

compressed with the implementation of the Act. As discussed in Appendix A.3.3, I show increases

of several hundred basis points for the lower percentiles of the price distribution and substantial

consumer exit in the same market segments that saw increases in the low-cost tail of the price

distribution. While these patterns are only suggestive, they are consistent with partial market

unraveling as the market transitioned to more pooled pricing.

I further discuss pricing before and after the Act in Appendix Sections A.2 and A.3.3.

3.2 Pricing of Public Information: Risk and FICO Scores

This subsection studies the pricing of public information about default risk, as captured by

FICO scores, before and after the CARD Act. I compare two types of risk information treated

differently under the Act: risk observable at the time of origination, which I term origination

risk; and risk that becomes observable after origination, which I term emergent risk. The Act

restricted lenders’ ability to adjust pricing in response to emergent risk but not origination risk,

so comparing the relative pricing of these two types of risk before and after the Act provides one

indication of how risk-pricing changed with the Act.

To study the pricing of origination risk, I estimate a linear relationship between interest rates

(APRs) ri,0 and FICO scores at origination, FICOi,0,

ri,0 = a+ bFICOi,0 + ei,0 (3.1)
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(a) Interest Rate Repricing

(b) Interquartile Ranges in Credit Card Interest Rates by Vintage

Figure 1 – Repricing Probabilities and Price Dispersion. Notes: Panel (a) shows the incidence of in-
terest rate increases on current borrowers over 1-month, 6-month, and 12-month horizons, excluding
most interest rate increases permitted by the CARD Act (i.e., increases coinciding with the expira-
tion of a promotional rate, with changes in an index rate, or with delinquencies of 60 days or more).
Dotted lines extrapolate from the most recent available datapoint when these horizons overlap with
the implementation of the CARD Act’s repricing restrictions. Panel (b) shows the interquartile range
(IQR) of annual percentage rates on borrowing accounts by origination cohort, after partialling out
origination credit score and origination month. The date shown for each cohort is at an age of 18
months, by which point introductory promotional rates have typically expired. Credit score controls
are 20-point bins, and the sample is restricted to include only accounts in the same credit score bin at
the date observed as at origination. The vertical black lines show CARD Act’s repricing restrictions’
implementation date in February 2010.
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I estimate the pricing of emergent risk using a similar model, where I estimate the relationship

between interest rates and change in FICO since origination,

ri,t = ατi,t + αFICOi,0,τi,0 + β (FICOi,t − FICOi,0) + ϵi,t (3.2)

This regression also includes fixed effects α for origination FICO score, FICOi,0, which are in-

cluded to absorb variation in interest rates ri,0 from the time of origination, as well as fixed effects

for account age τi,t, which absorb average changes in interest rates over the life of an account due

to, for example, promotional rates expiring over time. Appendix A.4 further discusses the role of

these fixed effects and shows robustness to alternatives, including a first-differences specification.

Given these fixed effects, the estimated coefficient β then shows the correlation between changes

in FICO score since origination and changes in (average) interest rate since origination.

In Figure 2 Panel (a), I show the estimates of the coefficients b and β from specifications

3.1 and 3.2 in pre-CARD-Act data, with accompanying binned scatterplots. The price gradient

of origination risk (b) is plotted against the bottom-left axes; the price gradient of emergent

risk (β) is plotted with the same scaling against the upper-right axes. The two gradients are

nearly indistinguishable: for both origination risk and emergent risk, borrowers on average face

a difference in price of about 30 basis points in annualized interest for every 10 FICO-point

difference in risk. Thus in the figure I show how the credit card market set a consistent price

of risk, on average, in the pre-CARD-Act data, regardless of whether the risk was evident at

origination or emergent later.

In Figure 2 Panel (b), I repeat the same analysis in post-CARD-Act data. Here there is

a divergence between the two gradients: whereas origination risk is priced at 26 basis points

annualized per 10 points of FICO score difference, lenders are only able to price risk that emerges

after origination at less than a third of that rate, at 7 basis points per 10 FICO points.

The gap between these gradients weakens incentives for newly risky borrowers to attrite from

borrowing and incentivizes newly safe borrowers to attrite. I look for evidence of such adverse

retention by estimating the relationship between borrower retention and changes in FICO score

since origination, using a specification similar to equation 3.2,

Ai,t = ατi,t + αFICOi,0
+ β (FICOi,t − FICOi,0) + ηi,t (3.3)

where Ai,t is an indicator for attrition from borrowing, and, as in equation 3.2, the fixed effects

α control for age τi,t since origination and FICO score at origination. The coefficient β therefore

captures how quarterly linear-probability hazards from borrowing to non-borrowing change as a

function of FICO score differences since origination.

I estimate this attrition model separately in the pre-CARD-Act and post-CARD-Act data and

show corresponding binned scatterplots in Figure 2 Panel (c). The gap between the two plotted
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(a) Pre-CARD-Act (b) Post-CARD-Act

(c) Adverse Retention

Figure 2 – Pricing of Origination Risk and Emergent Risk. Notes: Panel (a) shows two gradients of
risk in the pre-CARD-Act sample (2008Q3 to 2009Q2) on two pairs of axes. On the left and bottom
axes, I plot the average annual percentage rate (APR) on newly originated accounts across quantiles
of the credit score distribution, together with a line of best fit. On the right and top axes, the fig-
ure plots the average current APR on mature accounts across quantiles of those accounts’ change in
credit score since origination, after partialling out origination credit score, together with a line of best
fit. See equations 3.1 and 3.2 in the text. Panel (b) presents the same price-risk gradients as in Panel
(a) but in post-CARD-Act data (2011Q3 to 2014Q2). The two y-axes have the same axis scale, but
the axis ranges are shifted to facilitate comparison of the two gradients. Panel (c) presents quarterly
attrition rates from borrowing (including both account closure and debt repayment) across quantiles
of borrowing accounts’ changes in FICO score since origination, separately in pre-CARD-Act data
and post-CARD-Act data. See equation 3.3 in the text.

relationships shows the difference between attrition hazards at each credit score. Borrowers who

become safer (riskier) over time become more (less) likely to attrite from borrowing after the

Act relative to before; I estimate that for every 100 basis points by which emergent risk is priced

below origination risk, the quarterly hazard of attrition from borrowing falls by 0.7 percentage

points. Appendix A.4 includes further discussion of these results, alternative specifications, and

evidence on heterogeneity across accounts.
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3.3 Borrower Behavior and Private Information Rents

I now consider the pricing of lenders’ private information. I focus on two account behaviors that

are privately observed because they are typically not reported to credit bureaus: delinquencies

of less than 30 days, and transactions exceeding an account’s credit limit. I show that in the

pre-CARD-Act period, lenders increased prices on accounts exhibiting these behaviors and then

earned higher than usual returns on these accounts, suggesting that these behaviors revealed low

price sensitivities, enabling higher markups and generating information rents for lenders.

In Table 1, I illustrate these patterns. Columns group accounts into four categories: (1)

accounts with “baseline” behavior, which I define as accounts with no delinquency, no over-limit

transactions, and no credit score decline of 30 or more points in the prior quarter (results are

not sensitive to using other similar thresholds); (2) non-delinquent accounts with an over-limit

transaction; (3) accounts that are less than 30 days delinquent and not over-limit; and (4) all

other accounts, the vast majority of which are 30 or more days delinquent. Across rows, I then

show realized returns, revenues, default losses, and price changes following the observed behavior.

In Column (1) of the table, I show that 12-month returns on prime, borrowing accounts

average 9.80% annualized in pre-CARD-Act data, and that a typical account sees little to no

change in its fee-inclusive price in a month where it exhibits baseline behavior: the 25th, 50th, and

75th percentiles of price changes are -0.5, 0, and 0.6 percentage points annualized. In contrast,

in columns (2) and (3), I show that following an over-limit transaction or a less-than-30-day-late

delinquency, typical price changes can be 10 or more percentage points annualized. This revenue

increase is not transitory: over the next 12 months, the revenue yield (i.e., monthly revenue as

a share of monthly balance) is over 50% higher on these accounts; returns also rise.

These higher returns are in spite of these accounts also presenting higher risk: as I show

in the table, expected charge-offs also increase substantially after observing these behaviors.

Hence these behaviors may be understood as revealing both higher expected costs and, after

price increases, higher expected revenue. Subprime accounts exhibit similar patterns as prime

accounts, though delinquencies of less than 30 days predict lower rather than higher returns for

subprime accounts, despite 4 percentage-point increase in revenue yield over the next 12 months.

4 A Model of the Credit Card Market

In this section, I develop and estimate a model of the credit card market. Differentiated credit

card lenders compete à la Bertrand to lend to consumers of various public and hidden types.

Consumers’ types change over time, determine credit demand and risk, and generate adverse

selection as lenders compete for new borrowers. Consistent with evidence in the prior section,

lenders learn new information about each consumer’s risk and demand over time and, in the

pre-CARD-Act regime, respond to this information by changing pricing.
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Account Behavior: Baseline Over-Limit <30 Days Late Other

Panel A: Prime Accounts

Share of Accounts 0.85 0.02 0.07 0.06

12-Month Expected Performance
Returns (p.p. ann.) 9.80 10.47 10.67 -2.58

Average Monthly Balance ($) 5,141 6,133 4,989 6,024
Revenue Yield 0.13 0.20 0.21 0.14

Charge-off Rate 0.04 0.09 0.10 0.16

Next-month Fee-Inclusive Price Change
10th Percentile -1.7 -0.6 2.3 .
25th Percentile -0.5 1 6.8 .
50th Percentile 0 6.9 15.5 .
75th Percentile 0.6 20.1 35.1 .
90th Percentile 2.1 51.7 88 .

Panel B: Subprime Accounts
Share of Accounts 0.51 0.10 0.09 0.31

12-Month Expected Performance
Returns (p.p. ann.) 8.45 8.56 -1.12 -47.66

Average Monthly Balance ($) 3,039 2,343 3,547 3,800
Revenue Yield 0.21 0.30 0.25 0.15

Charge-off Rate 0.13 0.21 0.27 0.63

Next-month Fee-Inclusive Price Change
10th Percentile -2.2 -1.3 4.1 .
25th Percentile -0.9 0.5 10.8 .
50th Percentile 0 12.3 26.2 .
75th Percentile 0.9 49.4 73.1 .
90th Percentile 2.3 95 139.7 .

Table 1 – Repricing and Private Information Rents. Notes: The table summarizes price changes,
revenues, costs, and lender returns for revolving credit card accounts that exhibit various behaviors in
the pre-CARD-Act period. The first column shows accounts with no delinquency, no over-limit trans-
actions, and no credit score change of more than 30 points relative to the prior month. The second
and third columns show accounts with over-limit transactions and delinquencies of less than 30 days.
The fourth column shows all accounts not included in the first three. The revenue yield is revenue as
a share of balances, the charge-off rate is default losses as a share of balances, and lender returns are
the difference of these. The fee-inclusive price is defined in Appendix Section A.2. Price changes are
not shown for the “other” category due to the lack of a clear benchmark period where some of the
“other” account behaviors began (e.g., a multi-month delinquency spell).

4.1 Model Exposition

4.1.1 The Consumer’s Problem

The consumer solves a dynamic discrete choice problem (see e.g., Rust (1994), Aguirregabiria

and Mira (2010)). Each period, a consumer either chooses to hold no credit card at all, denoted
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l′ = 0, or chooses a credit card lender l′ ∈ L. If she chooses a credit card, she also chooses

whether or not to borrow on it, b′ ∈ {debt, no debt}. Denote a = (l′, b′).6

The consumer’s state s = (θ, l, b) in each period consists of her type θ (described more below),

her borrowing status b at the end of the prior period, and the lender l from which she held a

credit card at the end of the prior period. The consumer’s problem is dynamic both because she

faces adjustment costs in changing l or b, as described below, and because her type θ changes

over time. These model features are motivated by the persistence of borrower behavior and the

dynamics in borrower characteristics (e.g., risk) documented in Section 3.

Flow utility from choice a is u(a, s)+ϵ(a). In Table 2, I summarize both the model primitives

and the prices that determine u(a, s). First, card quality ξθl′ determines type-θ’s utility of

choosing a credit card from lender l′; this captures a consumer’s taste for that card’s brand,

card features such as cash-back rewards, and unobserved product quality more generally (Berry,

1994; Berry et al., 1995). Borrowing on a card yields additional utility δθl′ , reflecting a consumer’s

demand for credit. Utility from the outside good is normalized to zero.

Consumers face two adjustment costs. As I show in Table 2, if a consumer borrowed on a card

from lender l in the preceding period but does not borrow on any card this period, she incurs a

liquidity cost λθl to pay off her past-period debt. Second, if a consumer switches to holding a

credit card from a different lender, such that l′ ̸= l, she incurs an account setup cost κθl′ .

In Table 2, I also show the prices ptl(θ) consumers pay to borrow. In the first period of

holding a credit card from lender l′ (i.e., whenever l′ ̸= l), the price of borrowing is p0l′(θ). These

t = 0 “teaser” prices reflect the prevalence of new-account promotional rates and, as will be

discussed in subsection 4.1.3, the more limited information a lender may have about borrowers

on newly opened accounts. In all subsequent periods that the account remains open, the price

of borrowing is p1l′(θ). Hence the time subscript t on the pricing function can be understood as

an indicator for whether l = l′. A price coefficient γθ determines disutility from these prices.7

Consumers face two stochastic outcomes at the end of the period. First, if a consumer chose

to borrow on her card, she defaults with probability χ(θ). When default occurs, a consumer

has her credit card account closed and she holds the outside good (l = 0, b = no debt) at the

start of the next period. Default occurs after all flow utilities are realized in the period. Second,

each consumer draws a new type θ′ ∼ F (· | θ) for the next period. Type transitions occur

independently of default, consumer choices, and taste shocks.

6These two modeling decisions – that consumers single-home over lenders and choose extensive rather than
intensive-margin borrowing – are primarily made for sake of tractability; similar modeling choices appear in
Crawford et al. (2018), Einav et al. (2010b), and Einav et al. (2010a). In Appendix A.8 I discuss evidence for
why these modeling choices do not depart much from realism in the credit card market.

7I use the fee-inclusive price defined in Section 3.1 when I calculate these prices empirically, so these prices are
one-dimensional and are the appropriate marginal prices to use when modeling the extensive margin of borrowing.
These prices exclude any annual fees that credit card lenders in practice may charge for all cardholders regardless
of borrowing choice. The model treats the card-quality parameter ξθl′ as the benefit of card-holding (e.g. airline
points) net of any annual fee charged for just holding the card.
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State s from Prior Period:

Borrower on Non-borrower with Lender l
Card from Lender l or Non-cardholder∗

Choice this Period:

Same lender l:
Borrower δθl + ξθl − γθp1l(θ) δθl + ξθl − γθp1l(θ)

Non-borrower ξθl − λθl ξθl

New lender l′:
Borrower δθl′ + ξθl′ − κθl′ − γθp0l′(θ) δθl′ + ξθl′ − κθl′ − γθp0l′(θ)

Non-borrower ξθl′ − κθl′ − λθl ξθl′ − κθl′

No card from any lender −λθl 0

Table 2 – Consumers’ One-Period Payoffs by State Notes: The table shows one-period determinis-
tic utilities depending on the consumer’s state at the start of the period (by column) and the con-
sumer’s choice (by row). The parameters shown include the flow utility from borrowing, δθl, the flow
utility from holding a credit card without borrowing, ξθl, disutility from price (marginal utilities of
income), γθ, and two adjustment costs, including setup costs for opening new accounts, κθl′ , and liq-
uidity costs for paying off existing balances, λθl. The subscripts l and l′ can refer to any lender in the
set of lenders L with l ̸= l′. Subscripts θ refer to consumer types. (∗) Non-cardholders at the start of
the period cannot make a “same lender” choice in the first two rows of the table.

Let V (s) be the expected continuation value when starting a period in state s. The consumer’s

problem each period can then be written as:

max
a
u(a, s) + ϵ(a) + βEθ [V (s̃) | a, s] (4.1)

Here, the deterministic utility u(a, s) is as described above, and the expectation Eθ over the

next-period state s̃ reflects the default risk χ(θ) and type updating under θ′ ∼ F (· | θ). Suppose
the taste shocks ϵ(a) that capture other unobservable determinants of consumer choice are i.i.d.

Gumbel-distributed. Then V can be written recursively as:

V (s) = log

(∑
a

exp (u(a, s) + βEθ [V (s̃) | a, s])

)
(4.2)

As an example of how u(a, s) can take a particular form based on Table 2, consider a consumer

who starts the period with a credit card from lender l on which she borrowed last period. Her

payoff from borrowing again from lender l this period is then δθl+ξθl−γθp1l(θ)+βEθ [V (s̃) | a, s]+
ϵa where the terms δθl+ ξθl−γθp1l(θ) are taken from the upper-left-most cell of Table 2. Writing

choice probabilities in the usual logit form, this means her probability of borrowing from l is,

exp (δθl + ξθl − γθp1l(θ) + βEθ [V (s̃) | a, s])∑
â exp (u(â, s) + βEθ [V (s̃) | â, s])

(4.3)

13



Further examples using Table 2 are collected in Appendix A.5.

Expressions 4.1 through 4.3 capture several intertemporal trade-offs faced by the consumer.

Because adjustment costs make consumer-lender relationships and borrowing behavior somewhat

persistent, a consumer chooses a lender not just based on current-period pricing and preferences,

but also based on lenders’ anticipated future pricing (e.g., changes from teaser prices p0l′(θ) to

mature-account prices p1l′(θ)). Also, because default is costly – in the sense that it necessitates

paying an account setup cost sθl′ to re-enter the credit card market later – consumers on the

margin may choose to avoid borrowing when they are a high-risk type, in order to avoid default.

The role of default may be clarified by decomposing the expectation Eθ. Let Tθθ′ denote the

Markov transition matrix across types implied by F (· | θ). Then for a consumer who chooses to

borrow from l′ (i.e., a = (l′, debt)), expected continuation values can be written as,

Eθ [V (s̃) | a, s] = (1− χ(θ))Tθθ′(θ)V (θ′, l′, debt)︸ ︷︷ ︸
no default

+χ(θ)Tθθ′(θ)V (θ′, 0, no debt)︸ ︷︷ ︸
default

(4.4)

where I have expanded the components of s = (θ, l, b) on the right-hand-side for clarity, and

where the θ argument in Tθθ′(θ) selects the relevant row of the matrix Tθθ′ . In contrast, for

consumers who do not choose to borrow (i.e., a = (l′, no debt)), the expectation Eθ does not

depend directly on default rates and takes the form,

Eθ [V (s̃) | a, s] = Tθθ′(θ)V (θ′, l′, no debt) (4.5)

To summarize, the primitives of the consumer’s problem are the parameters in u(a, s), i.e.,

{δθl, ξθl, κθl, λθl, γθ}(θ,l)∈Θ×L, as described in Table 2, along with transition probabilities Tθθ′ across

types and the mapping χ(·) from types into default probabilities.

4.1.2 Consumer Types

To reflect the two broad types of information discussed in section 2, I allow types θ to have two

dimensions, one private component ψ ∈ Ψ and one “public” component x ∈ X. The latter is

public in the sense that it is observable to all firms in the market; it is best thought of as a credit

score, which is designed to be a composite of all available public information. The private type

is known to the consumer, but not to the lender at the time a new account is opened.

Two assumptions will prove useful in recovering private information types ψ from the data.

The first is that borrower default rates depend only on types, and in particular do not depend

on prices. I refer to this as price-invariance of default:

χ = χ(θ) ∀l, p0l, p1l (4.6)
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Several pieces of evidence support this being a reasonable assumption in the credit card

market. First, there is direct evidence that price changes have little to no effect on default

rates;8 second, the effect of a change in credit card pricing on a typical consumer’s overall debt

service is arguably negligible, suggesting that changes in credit card pricing are unlikely to affect

solvency;9 third, related research in consumer finance suggests the channel through which credit

card price changes could affect default rates is limited, as default is often driven by short-run

liquidity rather than the long-run value of a loan contract for a borrower (Bhutta et al., 2017;

Guiso et al., 2013; Ganong and Noel, 2018; Indarte, 2021). This assumption also follows on other

research that has used structural models of selection markets without moral hazard, for example

Cohen and Einav (2007) and Einav et al. (2010b).

Given this assumption, it is without loss of generality to order private types ψ by the default

rates they induce. Essentially, private types become an index of residual default risk, similar to

how residuals have been used in control function approaches to address unobserved heterogeneity

(Imbens and Newey, 2009; Train, 2009; Adams et al., 2009; Agarwal, 2015; Crawford et al., 2018).

I order private types ψ at each public type x such that default is increasing in ψ,

ψ′ > ψ =⇒ χ(x, ψ′) > χ(x, ψ) ∀ x (4.7)

A second assumption is non-advantageous selection. I explain the reason why this is a “se-

lection” assumption more below, but formally the assumption is that higher-risk private types

also face higher pricing in equilibrium:

ψ′ > ψ =⇒ p1l(x, ψ
′) > p1l(x, ψ) ∀ x, l (4.8)

As I describe more in section 4.1.3, lenders learn about private types ψ by the time they are

setting mature-account prices, so these prices p1l can be conditioned on ψ. This conditioning

then makes clear how this definition of non-advantageous selection has a tight relationship with

traditional definitions of adverse selection described in terms of the correlation between residual

risk and residual demand (Chiappori and Salanie (2000), Einav et al. (2010a), Mahoney and

Weyl (2014), Crawford et al. (2018)). Adverse selectedness in these definitions depends on

whether, within observables (here, public types x), residual risk is positively correlated with

residual demand; advantageous selection in contrast is a negative correlation. My requirement

8Using the same price variation highlighted below in section 4.2.2, Appendix Section A.7 shows that the effect
of a 100 basis point increase in interest rates on default rates is statistically indistinguishable from zero, and I
can reject resultant increases in default rates of more than 0.04 percentage points. This null result is supported
by similar findings in the randomized controlled trial of Castellanos et al. (2018).

9In CCP data, the median consumer incurs less than a $2 change in their monthly minimum payment summed
across all credit card accounts in response to a 100 basis point change in their credit card interest rate. Likewise,
for the median consumer the minimum monthly payments due on a credit card are only 17% of total minimum
payments due across all other loans including mortgages, auto loans, student loans and other liabilities.
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of non-advantageous selection is slightly weaker than requiring adverse selection: I require only

that, across private types ψ, demand be either positively correlated with, or sufficiently weakly

negatively correlated with, risk, such that lenders never set a lower price for a higher-risk ψ.

Note however that this assumption embeds some restrictions on the competitive environment,

namely that one lender’s relative quality advantage (as expressed in differences across l in demand

parameters such as the flow utility from borrowing, δθl) does not change so drastically with ψ

such that lenders in fact face lower demand as private risk rises. That is, residual demand curves

are non-advantageously selected in the pre-CARD-Act equilibrium. This assumption on residual

demand curves is appealing because these are the demand curves which existing RCT evidence

confirms are adversely selected (Ausubel, 1999; Agarwal et al., 2010).

It is worth noting that the assumption of one-dimensional private types ψ and one-dimensional

prices p1l(x, ψ) is crucial for expression 4.8. To the extent that credit card pricing is instead a

two-part tariff, expression 4.8 could fail to hold if lenders offer low-rate, but high-annual-fee, cards

to some high-demand and high-risk consumers. Evidence in Appendix Table 2 helps address this

concern, showing that annual fees typically did not play this role in the pre-CARD-Act period.

4.1.3 The Lender’s Problem

Lenders are risk-neutral and solve two related problems: setting promotional or “teaser” prices

p0l(θ) for new accounts, and setting prices p1l(θ) on mature accounts.

One important assumption about lenders is informational: I suppose lenders observe only a

consumer’s public type x at the time of account origination, so there is asymmetric information

about private types ψ. Accordingly, even though I write p0l(θ) for new-account prices, these

prices are constrained to be the same for all types θ = (x, ψ) with the same public dimension

x; new-account pricing does not vary by the private dimension ψ. Meanwhile, I assume private

types ψ are learned through a relationship with a consumer, and I suppose full types θ = (x, ψ)

are observed after one period of account-holding so that ongoing account relationships do not

feature asymmetric information between a lender and consumer.10 Thus mature-account prices

p1l(θ) can be conditioned on both the public and private components of θ.

Lenders post prices at the start of the period and lack commitment power over future periods’

pricing strategies. It therefore will be convenient to denote the expected future market price

vector as p̄ = {p̄0l, p̄1l}l∈L. As I discuss more in section 4.1.4, I restrict my attention to a

stationary equilibrium where optimal current prices are equal to these expected future prices.

I suppose credit card lenders’ costs also come in two types. First, on new accounts, lenders

incur acquisition costs c0l(θ) related to underwriting, marketing, and account setup. Second, on

10It would be interesting to relax this assumption and to study how lenders learn about borrower private types
over time or from contract choice at take-up (Han et al., 2017). However, such learning dynamics, and related
borrower incentives to engage in signal jamming, are beyond the scope of this paper.
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mature accounts, lenders incur costs c1l(θ), which include costs of day-to-day account manage-

ment plus the expected costs of default net of recoveries. The expected present value of profits

on a mature account, held by a consumer in state s = (θ, l, b), can now be defined recursively as,

Π1l(pl, s | p̄) = σ(l, debt, pl|s, p̄) (p1l(θ)− c1l(θ))︸ ︷︷ ︸
flow profit

+ σ(l, debt, pl|s, p̄) β(1− χ(θ))Tθθ′(θ)Π1l(pl, θ
′, l, debt | p̄)︸ ︷︷ ︸

expected continuation profit | borrow

+ σ(l, no debt, pl|s, p̄) βTθθ′(θ)Π1l(pl, θ
′, l, no debt | p̄)︸ ︷︷ ︸

expected continuation profit | not borrow

(4.9)

The σ notation denotes choice probabilities, as in expression 4.3 (see also further examples in

Appendix A.5). The t = 1 subscript on Π1l refers to mature accounts, pl is the lender’s pricing

strategy, p̄ is the market price vector described above, and s is the consumer’s state.

The economic forces in this profit function are straightforward. Borrowing probabilities

σ(l, debt, · | ·) play the role of quantity and are decreasing in the price of borrowing. Lenders

trade off downward-sloping demand against the incentive to raise margins. Higher prices also,

through the downward slope in σ, lead to lost continuation values Π1l(·, debt | ·) on borrowing

accounts, though this loss is partly offset by continuation values Π1l(·, no debt | ·) among a subset

of marginal consumers who substitute to non-borrowing rather than account closure.

As noted above, lenders lack commitment power in the pre-CARD-Act regime. Therefore a

one-shot change in the current period’s prices only affects consumers who pay those prices this

period; in particular, a change in p1l(θ) is only relevant for a type-θ consumer holding a mature

account with lender l. This implies lenders optimize current-period, mature-account pricing

type-by-type, solving |Θ| independent one-dimensional problems. Let µθlb denote the stationary

distribution of types θ who start the period with an account from lender l, after having chosen

borrowing status b in the past period. Then each θ-specific problem can be written,

max
p1l(θ)

∑
b

µθlbΠ1l(pl, θ, l, b | p̄) (4.10)

where the sum is over consumers’ prior-period borrowing choices, b ∈ {debt, no debt}.
Using the closed form for logit own-price and cross-price demand derivatives, the profit-

maximizing price p⋆1l(θ) for each type θ therefore satisfies the first-order condition,∑
b
µθlbσ

⋆
lbdθ =

∑
b
γθµθlbσ

⋆
lbdθ (1− σ⋆lbdθ)×

(p⋆1l(θ)− c1l(θ) + β(1− χ(θ))Tθθ′(θ)Π1l(p̄l, θ
′, l, debt | p̄))

−
∑

b
γθµθlbσ

⋆
lbdθσ

⋆
lbnθβTθθ′(θ)Π1l(p̄l, θ

′, l, no debt | p̄)

(4.11)
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where I use the shorthand, σ⋆lbdθ ≡ σ(l, debt, p⋆1l(θ)|θ, l, b, p̄) and σ⋆lbnθ ≡ σ(l, no debt, p⋆1l(θ)|θ, l, b, p̄).
Lenders’ pricing problem for new accounts is similar. However, because private types ψ are

unobserved at origination, new-account pricing may also be shaped by adverse selection – a model

feature that I confirm quantitatively using my estimates in section 4.3. Specifically, lenders price

new accounts based on an expected composition of private types who select into account opening

at a given price:

Π0l(pl, x | p̄) =
∑
s̃∈S(x)

 µs̃σ(l, debt, pl|s̃, p̄) (p0l(θ(s̃))− c0l(θ(s̃)))︸ ︷︷ ︸
flow profit


+ µs̃σ(l, debt, pl|s̃, p̄) β(1− χ(θ(s̃)))Tθθ′(θ(s̃))Π1l(pl, θ

′, l, debt | p̄)︸ ︷︷ ︸
expected continuation profit | borrow + µs̃σ(l, no debt, pl|s̃, p̄) βTθθ′(θ(s̃))Π1l(pl, θ

′, l, no debt | p̄)︸ ︷︷ ︸
expected continuation profit | not borrow


(4.12)

Relative to mature account profits Π1l in the the earlier equation 4.10, the key differences here

for new account profits Π0l are the sum over all potential consumer states s̃ with public type

x (i.e., a sum over all competing lenders, all borrowing statuses, and all private types, which I

denote S(x)), and the dependence on the stationary distribution of consumers over those types,

with type masses denoted µs̃ (similar to in expression 4.11).

Expression 4.12 makes clear the lender’s asymmetric information problem on new accounts:

optimal pricing depends on the expected type composition across hidden types ψ conditional

on the fact that consumers are switching. Consistent with institutional details in the US credit

card market, I suppose lenders cannot price discriminate based on which lender a consumer

is switching from (even though lenders may have an incentive to do so, as the distribution

of borrower types varies across lenders in equilibrium, à la Villas-Boas (1999)). Furthermore,

even though competing lenders’ pricing on mature accounts fully incorporates consumers’ private

types, there is no information “leakage” to other lenders offering new accounts to these consumers;

as discussed in Appendix Section A.2, the pricing on a particular credit card account typically

is not observed by a lender’s competitors. Hence there remains asymmetric information at the

time of new account origination, even if the consumer opening the account held a mature credit

card account with some lender in the prior period.

It should be noted that even though lenders face no adjustment costs to prices in this model,

the model is still consistent with the phenomenon of “sticky prices” (Ausubel, 1991; Grodzicki,

2012) in the credit card market, a term that has been used to refer to limited pass-through of

cost shocks to borrowers. The potential for limited pass-through in this model is generated by

imperfect competition and adverse selection, even in the absence of lender adjustment costs.
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4.1.4 Equilibrium

A stationary Markov perfect Bayesian equilibrium of the model consists of:

1. Lender pricing strategies p1l and p0l that (1) maximize 4.10 and 4.12, and (2) are equal to

expected future pricing (p̄0l, p̄1l), for all lenders l.

2. Choice probabilities σ(l, b, pl|s, p̄) that satisfy the consumer’s problem 4.1 for all lenders l

and all consumer states s.

3. Stationary distributions µθlb of consumer types θ over past-period lenders l and past-period

borrowing status b that are generated by the equilibrium borrower choice probabilities, by

default rates χ(θ), and by consumer type transitions Tθθ′ .

In the zero-probability event of off-path play, I suppose that (i) lenders believe, consistent with the

information structure in the lender’s problem, that the stationary distribution µθlb is unchanged,

and (ii) both consumers and lenders expect future play to remain on-path.

4.2 Model Estimation

4.2.1 Demand Estimation: Borrower Private Types

The first step in demand estimation is recovering a type θ for each borrower in each time period,

as well as the probabilities that consumers experience type changes over time.

Recall types θ are a duple of public and private types, θ = (x, ψ). I allow each borrower’s

public type to be a binned version of her FICO score, as FICO scores are designed to be a one-

dimensional composite of all publicly available information predicting default. I use 20-point

FICO score bins ranging from 580 to 780 for a total of 11 distinct public types x.

To recover private types ψ, my approach builds on other literatures that seek to identify

unobservable ex-ante types from ex-post outcomes, for example the public economics literature

on annuities markets that estimates ex-ante frailty using ex-post mortality (Finkelstein and

Poterba (2004), Einav et al. (2010b)). Here I use a similar outcome, loan default, to recover ex-

ante borrower types. Because borrower types change over time, and also because default is only

observed at most once for each account, this exercise is more complex than simply estimating

individual-level residual default risk after controlling for FICO. Rather, I recover these private

types from the observed pricing that each borrower faces in each period.

Here I make use of the two assumptions in expressions 4.6 and 4.8 above. These two, together

with the fact that default rates χ are, by construction, increasing in private types ψ, imply that

default rates and equilibrium prices p1l are increasing with respect to each other,

χ̂lx (p1l(x, ψ)) ↗ p1l(x, ψ) (4.13)
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where χ̂lx is the default rate as an indirect function of prices charged to each type in equilibrium,

among borrowers with FICO score x for lender l. Using the inverse of χ implied by equation 4.13,

private types can then be recovered by inverting default rates observed at each price. Suppressing

dependence on x, this inversion is:

ψ = χ−1(χ̂l(p1l(ψ)) (4.14)

Note that equilibrium price schedules p1l are lender-specific, as are the indirect functions χ̂l

relating these prices to realized default rates. However the inverse χ−1 maps default rates, which

are common for all borrowers of a given type, back to types. So in estimation, χ̂l is estimated

separately by lender and by FICO score x, while χ−1 is estimated across all lenders – i.e., for the

market as a whole – within each FICO score.

To do this inversion in practice, I first use isotonic regression to estimate χ̂l for each lender

l and FICO score group x. The default measure I use is delinquencies of 90+ days within the

following two years, as this is the outcome FICO scores themselves are specified to predict. In a

few cases where the fitted isotonic functions for a particular lender map onto a strict subset of

the population distribution of default rates at a given FICO score, I use linear interpolation or

extrapolation to extend the estimated function. This procedure results in χ̂l being a consistent

estimate of actual default rates at each price level, as I prove in the supplemental appendix.

To define the inverse χ−1
x (·), I use the fact that private types ψ are an index of default risk

(see equation 4.7) across all lenders, and I therefore specify χ−1
x (·) to return quantiles of the

population distribution of estimated default rates, for a desired number of quantiles. In my

baseline estimation, I take 5 such quantiles (i.e., quintiles). This yields 5 private types for each

of the 11 public types, for a total of 55 consumer types θ. Appendix A.1 shows consistency for

continuously distributed private types as the number of quantiles used grows large. I then also

bin each lender’s pricing functions p1l(x, ψ) to that lender’s average price at each bin.

This process is illustrated for two actual lenders in the data in Figure 3. As can be seen, a

borrower of a given type shares a common default rate regardless of her current lender, while the

price faced by each borrower is different depending on the lender she chooses; indeed lenders’

price schedules can cross each other, as I show in the figure, when they set higher prices relative

to default risk in some market segments than in others.

The raw data also show that the fit of the isotonic regressions is quite good – that is, true

pricing functions do appear to be (nearly) monotone in default rates. Across all lenders and

credit scores, the R-squared of these isotonic fits in explaining the actually observed default

rates is 97.9%. The McFadden pseudo R-squared (Menard, 2000) for predicting individual-

level default outcomes is 20.96%, which is high relative to what is achievable when default is

stochastic and default probabilities are between 0 and 1. For example, if default probabilities

were uniformly distributed on [0, 1], a McFadden pseudo R-squared using the true probabilities
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(a) Step 1: Inverse Pricing Functions (b) Step 2: Isotonic Inverse Pricing Functions

(c) Step 3: Discretizing Private Types ψ

Figure 3 – Recovering Private-Information Types. Notes: The figure illustrates the process of re-
covering private-information types from observed equilibrium pricing in pre-CARD-Act data, as de-
scribed in equations 4.13 and 4.14 in the text. This example is taken from the public type with credit
scores 760-779. Panel (a) shows raw data on observed default rates at quantiles of price levels on two
different lenders, labeled Bank A and Bank B. Default is defined as delinquencies of 90+ days at any
time over the subsequent 2 years. Panel (b) shows isotonic regression estimates of the relationship
between default and equilibrium pricing, together with the raw data from Panel (a) for sake of com-
parison. Panel (c) then shows how borrowers at different quantiles of the population distribution of
default rates within this credit score range are grouped into discrete private-information types ψ that
share a common default rate, but face different prices depending on their choice of lender.

to explain simulated binary outcomes would be just 27.9%.

In Table 3, I summarize the estimated private types and their characteristics. For brevity,

I average over public types by pooling credit score groups of subprime, prime, and superprime

consumers (see footnote 2 above), while columns of the table show the five private types. There

is considerable heterogeneity across private types in default risk, pricing, borrowing behavior,

and profitability. First, note how the riskiest private types (ψ = 5) have about twice the default

risk of the safest private types (ψ = 1), holding credit scores (public types) constant. The riskiest
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types also face substantially higher prices. Despite these higher prices, the revolving share – or

the probability a consumer is borrowing on a credit card – also rises monotonically with private

type. Anticipating later estimates of lenders’ marginal costs and profitability, remarkably the

highest-price consumers are not the most profitable, both in terms of within-period markups and

in terms of lifetime profitability.

Private Type (ψ): 1 2 3 4 5

Annual Default Rate (p.p. ann.)
Subprime 14.27 23.15 28.56 32.62 38.19

Prime 6.89 8.01 8.54 9.78 11.35
Superprime 1.62 2.20 2.66 3.78 4.57

Borrowing Cost (p.p. ann.)
Subprime 15.92 25.83 43.07 78.64 143.52

Prime 10.40 20.18 29.31 38.19 56.23
Superprime 5.71 10.20 16.15 23.38 42.41

Revolving Share
Subprime 0.24 0.24 0.26 0.28 0.48

Prime 0.33 0.33 0.37 0.41 0.66
Superprime 0.28 0.31 0.30 0.31 0.56

Retention Probability
Subprime 0.85 0.82 0.87 0.81 0.76

Prime 0.76 0.74 0.77 0.73 0.74
Superprime 0.50 0.54 0.51 0.49 0.65

Markup over Marginal Cost (p.p. ann.)
Subprime 22.54 33.40 40.83 44.51 43.39

Prime 13.98 13.67 16.84 19.64 12.54
Superprime 8.28 7.71 7.28 9.37 7.60

EPDV Profit per Account
Subprime 365.8 364.0 367.3 362.5 247.9

Prime 320.9 319.7 323.2 316.7 246.7
Superprime 244.3 245.6 246.2 248.7 219.8

Table 3 – Estimated Private Type. Notes: The table shows characteristics of estimated borrower pri-
vate types. The default risk of these types is increasing in the type index ψ by construction. Borrow-
ing cost refers to the fee-inclusive price of borrowing. The revolving share is the share of consumers
that hold a credit card and borrow on it, while the retention probability is the probability that a con-
sumer borrowing on a credit card continues to borrow from the same lender in the next quarter. The
EPDV (expected present discounted value) of profits per account is reported in price units, rather
than being dollarized as in Figure 7 (see Section 5.3.2 for discussion of these two units for profits).
Subprime refers to accounts with FICO scores below 660; prime refers to accounts with FICO scores
of 660 or above but below 720; superprime refers to accounts with FICO scores of 720 and above.

The consumer types estimated in this process also can be used to estimate how types change

over time. In particular, the transition matrix Tθθ′ can be estimated non-parametrically off of

type-to-type transition rates for borrowers who are observed in two successive periods. This takes
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advantage of the independence of type transitions from choices: type transitions do not depend

on borrower choices and borrowers do not choose entry or exit from the market in anticipation

of type transitions, as these transitions are not yet realized at the time choices are made.

The estimated transition matrix is illustrated as a contour plot in Figure 4. Here, the integer-

labeled type indices correspond to the 11 different FICO score groups described earlier, while

the sub-ticks within each integer index correspond to the 5 discrete private types ψ within each

FICO group. As can be seen, types are strongly but not perfectly persistent, in both public

and private dimensions. The rippling pattern evident in the plot shows how private types are

predictive of future changes in public types, as borrowers of highly risky private types are more

likely to be downgraded to a lower FICO score next period than other borrowers are.

Figure 4 – Transition Rates Among Public and Private Types. Notes: The figure displays a contour
plot of period-to-period transition probabilities among consumer types. These probabilities are es-
timated quarterly among borrowers observed for two subsequent quarters, using the duple of public
and private types recovered through the process illustrated in Figure 3. The integer values of the in-
dex correspond to the public dimension of types, in order of increasing credit score; for example the
range [0,1) corresponds to the 580-599 FICO score group, and the range [1,2) corresponds to the 600-
619 FICO score group. Within integers, the sub-ticks correspond to the five private-information types
recovered at each FICO score level, in order of increasing risk.

Finally, after verifying that the estimated transition matrix Tθθ′ is ergodic, this matrix can

be used to recover the probability distribution over types µθ, which satisfies µθ = Tθθ′µθ.

4.2.2 Demand Estimation: Elasticities

The next step in demand estimation is to estimate borrowers’ price sensitivity. I first describe

the variation I use for identification and then describe the estimation procedure in detail.

23



The pricing variation I use is, to my knowledge, novel: occasional repricing campaigns where

lenders increase interest rates on entire credit card portfolios – for example, a subprime portfolio,

or an airline card portfolio – at once. Former industry participants have confirmed in conversation

that these repricing campaigns occur for a variety of reasons, sometimes in response to demand or

risk perceived by an individual portfolio manager, or potentially also in response to lender-level

cost shocks.

To use the most clearly exogenous pricing variation available, I focus on a campaign where

I can verify using the lender’s investor relations materials that the lender in question undertook

this campaign when it was seeking to shrink its credit card portfolio in anticipation of acquiring

another lender. This variation therefore appears to come from a cost shock – in particular, a

change in the lender’s opportunity cost of capital in anticipation of the acquisition – rather than

a demand shock, making it ideal pricing variation for identifying demand. The particular merger

or acquisition was not consummated until several quarters after the repricing event in question,

and I can find no evidence that other dimensions of the lender’s product quality, such as its

product branding, changed in the months around this event.

This event also has the advantage of affecting nearly all of the given lender’s accounts. All

other repricing events that I can identify in my study period, with one exception,11 affect no

more than 10% of a given lender’s mature revolving accounts; for an average lender in an average

month, the share of mature revolving accounts treated by that lender-month’s modal nonzero

price change is just 2%. Identifying which criteria were used to select accounts into these other

repricing events is difficult, so they are less ideal sources of price variation.

To illustrate the particular repricing campaign I use, Figure 5’s left panel shows, in red, all

nine deciles of the APR distribution for this lender’s credit card portfolio over time; the lender

in question is labeled as “Bank A.” All deciles of Bank A’s APR distribution shift upward by

exactly 100 basis points in a month labeled as event time 0, after a preceding period with minimal

price change. This campaign occurred more than a year before the implementation of the CARD

Act and occurred at a time when, as depicted by the figure’s dashed blue line, other lenders’

pricing was on average unchanged.

In the right panel of Figure 5, I then show Bank A’s retention of its existing credit card

borrowers around this price change, relative to competitors’ retention of their existing credit card

borrowers. The retention rate for Bank A falls relative to other lenders immediately after the

repricing campaign. This pattern appears clearly despite strong seasonal effects on borrowing

that occur during this time period, as retention rates peak annually in or around the month

labeled as event time 0. Appendix A.6 provides further detail on how these retention rates are

calculated, and formally tests (and fails to reject) equality of pre-trends before the event.

I now describe how price coefficients γ are estimated using this variation. Recall from sec-

11The one exception is a small lender with a single repricing event affecting 37% of mature revolving accounts.
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Figure 5 – Repricing Quasi-Experiment and Borrowing Response. Notes: The figure plots the repric-
ing quasi-experiment (left panel) and subsequent attrition from borrowing (right panel) I use to
identify price sensitivities. In the left panel, the solid red lines plot deciles of the distribution of an-
nual percentage rates (APRs) on mature, borrowing accounts for one lender in the data, denoted
Bank A. All deciles of this distribution rise by 100 basis points in the month labeled event time
0, emphasizing how this repricing campaign affects nearly all accounts in the portfolio. The dot-
ted blue line shows the average APR for all other lenders’ mature, borrowing accounts. In the right
panel, log monthly retention rates from borrowing are shown relative to their value in event time 0
for Bank A and for all other lenders. Specifically, the estimates in the right panel of the figure are
the ατ and αA,τ (where A denotes a Bank A-specific term) taken from the regression logσldθt =
αθl +

∑
τ ̸=0 ατ × 1t==τ +

∑
τ ̸=0 αA,τ × 1t==τ + βlt + ϵθlt; this specification is discussed further in

Appendix A.6.

tion 4.1.3 that σ(l, debt, pl|s, p̄) denotes, for s = (θ, l, debt), a type-θ consumer’s probability of

continuing to borrow from lender l after borrowing from l in the past period. Here I shorten this

to σldθ for ease of notation. Differentiating σldθ with respect to price p1l(θ) to derive a demand

elasticity yields,

dlog(σldθ) = −γθp1l(θ)(1− σldθ)dlog(p1l(θ)) (4.15)

I then use difference-in-differences in logs as empirical analogs of infinitesimal changes in logs,

logσldθt = αθl + αt + βlt− γθlogPθlt + ϵθlt (4.16)

Here the fixed effects α implement difference-in-differences, the βl term absorbs lender-specific

linear trends, and the term Pθlt is a price term scaled as in equation 4.15, with scalars taken
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from the period immediately prior to the repricing event denoted here by t = 0:

logPθlt ≡ (1− σldθ0)p1l0(θ)log(p1lt(θ)) (4.17)

The base-period values p1l0(θ) and (1−σldθ0) in equation 4.17 are chosen because they correspond

to demand elasticities at the time of the repricing.

I estimate price coefficients γ using two-stage least squares (2SLS) with instruments that

isolate the repricing variation in Figure 5. Specifically, I instrument for the price term Pθlt with

a dummy instrument Zlt equal to unity for Bank A following its repricing campaign, interacted

with consumer type. Note that these instrumental variables address two econometric issues, both

the endogeneity of prices p1l(θ) with borrower demand, and, in time period 0, the appearance of

σldθ0 on both the right- and left-hand sides. In summary, the first and second stages are then,

logPθlt =aθl + at + bl × t+ πθZlt × 1θ + eθlt (4.18)

logσldθt =αθl + αt + βl × t− γθlogPθlt + ϵθlt (4.19)

Given that Pθlt contains the estimated quantity σldθ0, I follow Cameron and Miller (2015) in

bootstrapping over both individuals and clusters (at the level of lender × consumer type) to

calculate standard errors.

(1) (2)
Dependent variable: Log(Retention Rate)

Estimator: OLS 2SLS

Price Coefficient (γ) -0.00004*** -0.258***
(0.00001) (0.097)

Number of Observations 60,638,012 60,638,012
Number of Clusters 550 550
1st-Stage F-Statistic . 252.45

Table 4 – Borrower Price Sensitivity. Notes: The table shows estimates of price coefficients
(marginal utilities of income) estimated via OLS and 2SLS using quasi-experimental lender repric-
ing. The variation is presented visually in Figure 5. Parentheses show boostrapped clustered standard
errors at the level of lender × consumer type, following the procedure in Cameron and Miller (2015).
See equation 4.18 and 4.19 in the text.

In Table 4, I present estimates of the price coefficient γ in equation 4.19 where, for sake of

illustration, this coefficient is restricted to take on a single value for all types θ. In the first column,

I show OLS estimates of equation 4.19, while in the second column, I then show corresponding

2SLS estimates. These estimates lend credence to the instrumental variables strategy: the OLS

estimate is substantially closer to 0 than is the 2SLS estimate, as would be expected if the

instruments overcome price endogeneity.

I further validate this instrumental variables strategy by asking whether the estimated het-
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erogeneity in γ across consumer types is consistent with other reasonable models of consumer

preferences. In Appendix A.6, I show that the heterogeneity I estimate across credit scores (pub-

lic types) x matches closely what would be expected if all consumers have a constant coefficient

of relative risk aversion equal to 3 (Brown and Finkelstein, 2008) and if income varies with credit

score as in Albanesi et al. (2017). My 2SLS estimates therefore suggest consumers place insurance

value on credit card pricing across states – i.e., have different marginal utilities of income given

different consumer type realizations – in a manner consistent with relatively standard CRRA

preferences, even as I model utility as quasi-linear in pricing within any given period or state. I

discuss such insurance value further in Section 5.3.2.

Finally, as additional validation of this instrumental variables strategy, Appendix A.6 presents

evidence that Bank A’s borrowers are comparable to other lenders’ credit card borrowers, after

controlling for borrower types θ.

4.2.3 Demand Estimation: Taste Parameters

I calibrate firms’ discount factor to .98 quarterly and consumers’ discount factor to .90 quarterly.

Given the above estimates of each consumer’s type θ and borrowers’ price sensitivities γ, the

remaining model parameters to be estimated are then the flow utilities δθl, ξθl, κθl, and λθl

from section 4.1.1. I estimate these using a minimum-distance estimator that minimizes squared

deviations from several target moments in the data.

Some of these moments are especially informative about particular parameters. First, I

target the |Θ| × |L| probabilities that borrowers on mature accounts with each lender l in the

data choose to borrow again from the same lender the following period; these are the empirical

counterparts of the model choice probabilities σ(l, debt, pl|s, p̄). The form of σ(l, debt, pl|s, p̄)
shown in expression A.14 in Appendix A.5 makes it clear how this probability depends directly

on δθl. I confirm this dependence by simulating the elasticity of these target moments with

respect to these parameters at the estimated parameter vector, which I find is always nonzero

and averages 1.87 across lenders and consumer types.

Second, I target the |Θ|×|L| probabilities that borrowers on mature accounts with each lender

l in the data choose to retain their credit card account with l but not borrow the following period

(i.e., counterparts of the model choice probabilities σ(l, no debt, pl|s, p̄). These probabilities

depend directly on liquidity costs λlθ, as in expression A.14 in Appendix A.5. Simulating the

elasticities of these moments with respect to these parameters, I find they are always nonzero

and average -2.0. Intuitively, the share of borrowers who choose to pay off their debt (while

remaining with the same lender) reveals the costs of paying off that debt.

Third and fourth, I target the |X|×|L| probabilities that non-borrowers with lender l continue

to not borrow with l, and the |X| probabilities that consumers with no credit card account (l = 0)

in the past period open an account with any lender in a given period. These two groups of target
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moments can be calculated only at the X × L-level and at the X-level because, respectively, I

do not recover private types in a given period for consumers not borrowing on mature accounts

in that period, and the probability of “entering” the market is only observable in the CCP data

where, as discussed in section 2, I do not observe lender identity. These data limitations mean I

restrict heterogeneity in the parameters so that account setup costs κθl vary only at the X-level,

and the card-quality parameters ξθl vary only at the X × L-level. These final target moments

then identify κx and ξxl, as illustrated in expressions A.16 and A.17 in Appendix A.5. Simulating

the relevant parameter-moment elasticities, I find they are always nonzero and average -0.38 (for

κ) and 0.59 (for ξ).

Although the model is just-identified by these moments, and hence estimating the model could

be seen as something of a calibration exercise, the complexity of the demand model means it is still

nontrivial to achieve good model fit. Because consumers are forward-looking, all parameters affect

all choice probabilities, and the analytic gradient of the L2-norm distance between empirical and

model moments is difficult to work with directly. Instead, I use a two-step estimator, where I first

use gradient-descent with an approximate gradient that ignores consumer’s dynamic incentives;

this “approximate-gradient-descent” is a high-speed first step that gets close to a good-fitting

estimate for the full model. I then use a quasi-Newton algorithm in a second step that fully

accounts for consumers’ forward-looking incentives to converge on a best-fitting estimate.

In Table 5, I summarize model fit. In general, the fit is quite tight, up to a single percentage

point or less for most targeted choice probabilities. Fit is weaker for the |X| × |L| probabilities
of non-borrowing consumers who continue not borrowing, where the model sometimes misses the

targets by about 5 percentage points. Fortunately, as I show in the model parameter estimates

in Table 6 (discussed below in Section 4.3), the card-quality parameters most closely related to

these choice probabilities are small enough in magnitude that they play a relatively modest role

in the consumer’s problem. Finally, in the bottom half of Table 5, I present a test of overall

model fit to some non-targeted features of the market, which I develop in the next subsection.

4.2.4 Supply Estimation

The supply-side estimation is standard: I recover lender marginal costs by minimizing squared

violations of the lender’s first-order conditions.

To match the dimensions of the lender’s pricing problem on new accounts, where lenders

set prices at the level of public types x and cannot vary prices by private types ψ, I restrict

new-account marginal costs to also be common across private types within the same public type

x. This restriction also reflects the type of marketing, underwriting, and account setup costs

in the first quarter of an account’s life that c0l(θ) is meant to capture, as discussed in section

4.1.3, since these costs typically would not vary with consumer unobserved risk. Therefore there

are |Θ| × |L| values of c1l(θ) to estimate and |X| × |L| values of c0l(θ) to estimate. Given their
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Subprime Prime Superprime
(1) (2) (3)

Borrowing Retention
Model 0.93 0.92 0.85
Target 0.92 0.91 0.85

Borrowing to Non-Borrowing
Model 0.05 0.08 0.15
Target 0.04 0.07 0.14

Non-Borrowing to Non-Borrowing
Model 0.62 0.72 0.82
Target 0.68 0.79 0.86

Entry Rates
Model 0.04 0.05 0.03
Target 0.04 0.05 0.03

Quarterly Default Rate (p.p.)
ψ = 1 3.05 1.73 0.46
ψ = 2 4.75 2.01 0.59
ψ = 3 5.67 2.16 0.68
ψ = 4 6.81 2.53 0.88
ψ = 5 8.24 2.91 1.11

Marginal Cost
ψ = 1 2.59 -2.08 -0.99
ψ = 2 5.76 0.84 2.16
ψ = 3 15.52 9.55 7.40
ψ = 4 27.16 13.80 13.24
ψ = 5 59.93 35.34 30.03

Table 5 – Model Fit to Targeted and Non-Targeted Moments. Notes: The table shows averages of
targeted moments across lenders and consumer types together with corresponding model moments.
These moments and the parameters they identify most directly are described in Section 4.2.3. In the
bottom half of the table, I show evidence of model fit to non-targeted moments by comparing esti-
mated marginal costs to quarterly default rates. While marginal costs capture non-default costs, such
as account maintenance costs and the cost of funds, costs in a well-fitting model should be increasing
in default rates, especially among subprime accounts where default is most important as a cost driver.
ψ refers to estimated private types. Subprime refers to accounts with FICO scores below 660; prime
refers to accounts with FICO scores of 660 or above but below 720; superprime refers to accounts
with FICO scores of 720 and above.

linearity, the first-order conditions are easily satisfied exactly at the estimated values.

The marginal cost estimates help confirm the overall fit of the model vis-à-vis non-targeted

moments in the data. In particular, as discussed in section 4.1.3, c1l(θ) is meant to capture

lenders’ default costs (in addition to costs such as day-to-day account management), and default

is not directly targeted in estimation. A test of untargeted fit therefore is whether these cost

estimates are positively correlated with default risk, especially at lower credit scores where default

is lenders’ primary cost driver. In Table 5, I confirm this is the case.
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4.3 Model Parameter Estimates

In Table 6, I present my estimates of model parameters. Rows correspond to consumers’ public

types (FICO scores), and each column presents a different set of model parameters, taking

averages over private types and over lenders within a row as needed.

In the first column of the table, I show estimates of the flow utility from borrowing δθl. These

are decreasing in FICO score such that lower-risk consumers receive less utility from borrowing;

this correlation is consistent with the adverse-selectedness of the credit card market. In results

not shown in the table, I find this adverse-selectedness also appears within public types: the

correlation across private types between default rates and borrowing utility is at least 0.4 or

higher in all credit score groups.

(1) (2) (3) (4) (5) (6) (7) (8)
FICO δ γ ξ κ λ c0 c1 χ

580 - 599 22.9 0.532 0.02 86.5 6.49 128.8 24.2 0.103
600 - 619 18.0 0.500 -0.08 89.7 5.66 142.0 24.6 0.050
620 - 639 14.4 0.420 -0.21 67.1 5.11 145.5 22.9 0.041
640 - 659 10.6 0.347 -0.66 49.1 4.39 149.6 17.1 0.034
660 - 679 9.2 0.339 0.49 30.0 3.96 158.1 14.3 0.028
680 - 699 7.0 0.295 1.16 29.0 3.89 161.6 10.0 0.023
700 - 719 5.6 0.278 2.04 29.6 3.91 164.0 10.2 0.017
720 - 739 4.3 0.240 2.54 28.1 4.04 164.6 7.5 0.013
740 - 759 4.2 0.243 2.04 27.8 3.90 163.3 10.2 0.009
760 - 779 4.3 0.240 1.67 28.9 3.71 160.8 11.8 0.006
780 - 799 3.3 0.191 1.71 26.9 3.45 154.3 12.0 0.003

Table 6 – Model Parameter Estimates by FICO Group. Notes: The table shows average model pa-
rameter estimates for the FICO score group in each row, where averages are taken across lenders and
across private-information types (using the type probability distribution µθ) as necessary. The pa-
rameters shown in each column respectively are: flow utilities from borrowing, δ; disutility from price
(marginal utilities of income), γ; card-quality, ξ; setup costs for opening a new account, κ; liquidity
costs for paying off existing balances, λ; lender acquisition costs for new accounts, c0; lender marginal
costs on mature accounts used for borrowing, c1; and quarterly default probabilities, χ. These default
probabilities are estimated through the process illustrated in Figure 3 and are then transformed from
two-year default rates to equivalent quarterly default probabilities. See the model exposition in Sec-
tion 4.1, and the demand-side payoff summary in Table 2.

In other columns of the table, I show price coefficients γ, card-quality parameters ξ, account

setup costs κ, liquidity costs λ, marginal costs c1 and c0 for new and mature accounts, and

quarterly default rates. Setup costs are highest for consumers with the lowest credit scores,

consistent with these consumers receiving fewer direct mail offers to open new credit card accounts

(Consumer Financial Protection Bureau (2017)). Liquidity costs are also highest for consumers

with the lowest credit scores, consistent with generally high credit constraints in this population

(Bhutta et al. (2015)). Setup costs are the more substantial of the two, consistent with other
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research examining similar adjustment costs in consumer demand for financial products (Handel,

2013; Illanes, 2016).

To further quantify what these parameter estimates imply for adverse selection in the credit

card market, I use, as a statistical tool, Chiappori and Salanie (2000)’s bivariate probit test

for asymmetric information: using borrowing choices and default outcomes simulated in the

estimated model, I test whether lenders on new accounts (i.e., when private types are still un-

observed) face adverse selection net of the credit scores (public types) that lenders are able to

price. I confirm they do; the estimated ρ of unobservables in the bivariate probit is 0.104.

Mature-account costs are positively correlated with actual default rates, as discussed in section

4.2.4, though estimates show lenders face substantial non-default costs for the highest-credit score

consumers as well. New-account acquisition costs c0 are increasing in credit score, consistent

with lenders needing both greater marketing expenses – for example, more direct mail offers per

account opened, as in Grodzicki (2014) – and greater expense on account-opening bonuses – such

as a lump sum of airline miles shortly after account opening.

5 Equilibrium under CARD Act Price Restrictions

I use the estimated model from Section 4 to study the CARD Act’s pricing restrictions. I impose

these restrictions in the model and I analyze their effects on pricing, borrowing choices, and total

welfare after the market converges to a new equilibrium under the new regime. This exercise

deliberately holds constant other features of the pre-CARD-Act environment to focus on a precise

sense of these restrictions effects: ceteris paribus effects that emerge separately from, rather than

in conjunction with, other contemporaneous economic and regulatory changes.

5.1 Modeling the CARD Act Price Restrictions

I model the CARD Act price restrictions as a mandate that firms commit to a single long-run price

on each credit card contract at the time of origination. Contracts also include a promotional

or “teaser” rate for one period before the long-run price takes effect, as such teasers were an

important carve-out still permitted under the Act.

A post-CARD-Act contract therefore takes the form of a duple (p0l,post(x0), p1l,post(x0)) for

lender l, containing an initial teaser rate and a subsequent long-run rate. This duple depends

only on a consumer’s public type (FICO score) at origination, x0. Pricing no longer depends on

private information ψt revealed to a lender over time, or on changes in FICO scores xt over time.

Teaser rates continue to depend only on public types at origination, as before.

The choice to include teaser rates in my implementation of the CARD Act price restrictions

leads to greater computational difficulty, as it doubles the size of lenders’ strategy space. In-

cluding teaser rates is important, however, as lenders’ ability to effectively set different prices for
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consumers who are and are not willing to switch accounts frequently has the potential to undo

some of the price-pooling effects of the Act that I aim to study.

With lenders now unable to set mature-account prices based on private types and type

changes, there are important implications for adverse selection and retention. On mature ac-

counts, lenders face adverse retention similar to that previously documented in Figure 2. On

new accounts, adverse selection is exacerbated as the highest-risk private types now anticipate

lower pricing (relative to other private types) once the account reaches maturity.

Granted, my characterization of the restrictions also abstracts from some details of the Act,

in particular, minor exemptions that would permit discretionary price changes in some circum-

stances. As discussed in Appendix Sections A.2 and A.4, these exceptions have been rarely used

in practice, so abstracting from these seems a reasonable choice for sake of tractability.

I study an equilibrium where each firm can offer only one contract to each public type at

origination. I make this restriction in part for sake of realism and in part for tractability, as

this restriction avoids the difficulty of solving for an entire menu of contracts for each lender and

each public type in an imperfectly competitive environment (Stole (2007)). This “one contract

per firm per origination credit score” specification still allows substantial price dispersion at each

public type, as differentiated lenders post different prices to each public type. Section 5.3.3

further explores how this one-contract assumption affects strategic interactions among lenders.

5.2 Solving for the Constrained Equilibrium

The firm’s problem in the presence of the CARD Act repricing restrictions depends not just on

consumers’ current types, but also on the public type x0 a consumer had when she originated

her current contract. Adapting notation from section 4.1.3, I use µθx0lb to denote the stationary

distribution of consumers across contracts originated while of type x0, with current type θ, at

lender l, and past-period borrowing status b. A lender’s total expected discounted profits under

the restricted equilibrium can then be written as,

Πl(pl,post | p̄post) =
∑
x0

Π0l,post(pl,post, x0 | p̄post)︸ ︷︷ ︸
newly acquired accounts

+
∑
θ,x0,b

µθlx0b Π1l,post(pl,post, θ, l, x0, b | p̄post)︸ ︷︷ ︸
existing accounts

(5.1)

The right-hand-side terms Π1l,post and Π0l,post are defined analogously to their counterparts 4.9

and 4.12, updated to include dependence on x0; the full forms of these are shown in expressions

A.19 and A.20 in Appendix A.9.

I use successive lender best-replies that maximize this profit function to compute the new

equilibrium, beginning this process at the pre-CARD-Act equilibrium price vector. At each

iteration, each lender computes its best reply to the prior iteration’s market price vector, given

consumer behavior determined by the demand side of the model; all of these best replies then
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together form the market price vector for the next iteration.12 This process by construction does

not depend on the order in which lenders best-reply, as each lender’s best-reply to the market

price vector is computed independently before updating the market price vector and starting the

next iteration. Equilibrium convergence is then defined in terms of stability in the market price

vector from one iteration to the next.

5.3 Effects of CARD Act Price Restrictions

The new equilibrium shows how prices, quantities, and welfare change under the CARD Act

price restrictions.

5.3.1 Prices and Quantities

I find that the Act’s pricing restrictions induce moderate market unraveling for consumers with

the lowest credit scores: pooling increases, and pricing newly exceeds willingness to pay for over

30% of safe private types (ψ = 1 or 2) with subprime scores who previously borrowed. At higher

credit scores, nearly all consumer types face lower prices. Meanwhile, because selection changes

the composition of consumers who stay in the market and of contracts that get retained over

time, average traded prices – that is, prices actually paid by consumers who choose to borrow –

decrease at all credit score levels.

I present these results in a series of figures. First, in Figure 6 Panels (a), (b), and (c) I

show these effects in three FICO score groups across the range of the score distribution: deep

subprime consumers with scores of 580-599; consumers at the border of subprime, with scores of

680-699; and superprime consumers with scores of 780 and above. In the left figure in each panel,

I show equilibrium effects on mature-account prices for the five private-information types on the

x-axis. These are the annualized fee-inclusive prices denoted p1l,post(x0) in the post-CARD-Act

equilibrium and p1l(θ) in the pre-CARD-Act equilibrium; to facilitate comparison between the

two equilibria I focus on consumer-contract pairs in both equilibria for which x(θ) = x0. In the

right figure in each panel, I show equilibrium effects on borrowing behavior, or the share of all

consumers who choose to borrow on a credit card, for the same credit score groups.

12These best replies serve both as a computational tool to iteratively find the new equilibrium, and as an
equilibrium selection device. Similar to some other empirical work that has simulated market equilibrium under
a new regulatory regime (e.g., Ryan (2012)), it is difficult to rule out the presence of multiple equilibria in my
setting. This process of successive best-replies from the pre-CARD-Act equilibrium seems most plausible as a
device to select the post-CARD-Act equilibrium. While an exploration of different starting values, other than
the pre-CARD-Act price vector, suggests that other counterfactual equilibria do exist, in general the alternative
equilibria I have been able to identify appear to be either: (i) rare and also grossly dissimilar from the observed
post-CARD Act equilibrium (e.g., near-total market unraveling), or (ii) essentially similar to the post-CARD-Act
equilibrium I study (e.g., with price differences on essentially non-traded contracts). These findings support the
empirical relevance of the equilibrium I study. For evidence that firms indeed converge on a new equilibrium
gradually by playing best replies to other firms’ most recently observed pricing strategies, see Doraszelski et al.
(2018).
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(a) FICO 580-599 Consumers

(b) FICO 680-699 Consumers

(c) FICO 780+ Consumers

Figure 6 – Equilibrium Changes in Pricing and Borrowing. Notes: The figure shows average mature-
account prices by credit score and private information type, and the share of each type that uses a
credit card for borrowing, in equilibrium with and without the CARD Act price restrictions. The fig-
ure is further described in Section 5.3.1 of the text.
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Turning first to deep subprime consumers in Panel (a), in the left figure, I show a shift from

heterogeneous pricing (a separating equilibrium) across private-information types in pre-CARD-

Act data, to nearly complete pooling in the constrained equilibrium. Under this nearly-pooled

pricing, all private types with FICO scores of 580 are now estimated to pay a fee-inclusive price

of credit of nearly 50% annualized.13 However, for the high-risk, high-demand private types this

is a lower rate than the average paid in pre-CARD-Act data.

These high prices are an equilibrium outcome driven in part by market unraveling: that is,

the safest private-information types exit from borrowing as they are pooled with riskier peers;

the cost of lending to the remaining, riskier private-information types then drives prices higher

still; these higher prices then induce further exit by relatively safe private-information types; and

so on. In the right-side figure of Panel (a), I illustrate this unraveling by showing changes in

borrowing behavior for the same credit score group. While the safest private types exit somewhat

from borrowing, the riskiest private types borrow more.

Turning to the remaining panels of the figure, other credit score segments do not experience

the same degree of unraveling as was seen among deep subprime consumers in Panel (a). In Panel

(b), within the FICO 680 group nearly all private information types experience lower prices as

a result of lower markups in the estimated post-CARD-Act equilibrium; only the safest quintile

of private-information types face higher prices while being pooled with their riskier peers. In

the right-side figure of Panel (b), I then show how these relative price changes affect borrowing

shares across types. In Panel (c), I show even broader price decreases at higher credit scores:

among FICO 780 consumers, all private-information types in fact face either reduced or nearly

unchanged loan pricing. Correspondingly, all private-information types in the FICO 780 group

have greater borrowing shares in the constrained equilibrium.

To emphasize, the prices shown in Figure 6 are averages across lenders of the prices available

to a consumer with that current credit score. Average traded prices may differ from these prices

for two reasons. First, in Figure 6, I show that consumers who face price increases tend to exit

the market, which changes the composition of which prices are traded. Second, consumer types

also change over time – for example, a prime consumer may later become subprime – and the

CARD Act restrictions can allow a consumer to retain her earlier contract and its pricing as her

type changes.

To summarize the effects of these two compositional changes, I compute averages of the

actual prices paid at each FICO score among consumers who choose to borrow. As I show in

Appendix Figure 4, these traded prices fall more than the contract prices shown in the prior

figure did, reflecting both some consumers’ exit from the market and other consumers’ retention

of relatively favorable prices over time. Among subprime consumers in particular, this difference

between contract and traded prices reflects how relatively few subprime consumers borrow at

13Pooling may not be fully complete, to the extent that different lenders set different prices and have different
market shares across different ψ types.
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the (increased) contract prices available to them in the new equilibrium.

In Appendix A.10 I discuss how these estimates of changes in traded prices are reasonably

comparable to estimates of the CARD Act’s effects in Agarwal et al. (2015b). While my estimates

of the Act’s effects are somewhat larger, several differences between the time horizons, weighting,

and estimands in the two papers appear likely to account for these differences. The same appendix

section also presents other evidence of the model’s fit to post-CARD-Act data, including the

model’s ability to replicate the descriptive patterns shown in section 3.2 above.

Another measure of market unraveling is change in average costs (Einav et al., 2010a; Craw-

ford et al., 2018). In Appendix Figure 9, I show that average costs rose in the same subprime

segments where Figure 6, Panel (a) illustrated unraveling using choice probabilities. In contrast,

average costs fall at other price tiers, reflecting the influx of relatively safe private types into

borrowing. The figure also illustrates how decreases in teaser rates p0l,post generally complement

the decrease in mature-account prices, though given the small share of consumers on teaser-rate

contracts these prices are less consequential for consumer surplus. I turn to quantifying surplus

next.

5.3.2 Welfare: Consumer and Total Surplus

The estimates discussed above suggest that implications for consumer and total surplus could

be ambiguous: I find the Act’s price restrictions cause prices to rise for some consumer types,

who partly exit the market in response; however, I also find these restrictions cause traded prices

to fall among the set of consumers who remain in (or newly enter) the market. To quantify

the effects of these changes for consumer welfare, I calculate lifetime consumer surplus for each

consumer type under both the pre-CARD-Act equilibrium and the constrained equilibrium, and

I use each consumer type’s marginal utility of income (i.e. the price coefficients estimated with

quasi-experimental variation in Section 4.2.2) and the total balance borrowed by the median

consumer at each credit-score level in order to dollarize these surplus differences. Because utility

is quasi-linear in income when holding consumer types fixed, this yields both a compensating

and equivalent variation. Then to quantify overall welfare, I add per-consumer dollarized lender

profits to these estimates, yielding total surplus under both equilibria.14

I find that consumer surplus conditional on credit score in fact rises across all FICO groups

as a result of the CARD Act price restrictions, with one-time surplus gains equal to roughly $600
for subprime consumers and over $1000 for prime and superprime consumers. These gains are

plotted in Figure 7 Panel (a). Much of the gain comes at the expense of producer surplus (i.e.,

14Note that this strategy for dollarizing consumer surplus has the effect of increasing prime and superprime
consumers’ surplus more than subprime consumers’ surplus, given the higher balances held by these groups. This
strategy also treats balances as exogenous; however, if these balances changed endogenously in the post-CARD-
Act equilibrium, an envelope theorem argument shows the welfare effects of these unmodeled balance changes
would be second-order.
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lender profits), so as I show in the figure, the net effect on total surplus is more modest even if

still positive. In Appendix Figure 15, I decompose the decrease in producer surplus into changes

in lifetime revenue and changes in lifetime costs.

There are several sources of these consumer surplus gains. Besides the decrease in markups

documented in the previous section, which has been a focus of other recent literature on person-

alized pricing (Grunewald et al., 2023; Dubé and Misra, 2023; Buchholz et al., 2024; Rhodes and

Zhou, 2024), I find that another important driver of these gains is the Act’s insurance value for

consumers in cases where default risk deteriorates over time. To quantify how consumers value

this protection against price increases, I study a counterfactual environment where consumers

have no demand for insurance against price changes because consumer types are perfectly per-

sistent (i.e., Tθθ′ is the identity matrix), and I recompute consumer surplus before and after the

CARD Act restrictions within this counterfactual environment. I leave market pricing unchanged

from the actual (not counterfactual) environment, in order to focus on mechanisms for surplus

gain within equilibria already discussed. Hence these estimates provide a partial-equilibrium

decomposition of the sources of surplus gain.

In Figure 7 Panel (b), I show the results of this decomposition. The blue and red bars

show starkly that insurance value generates little of the consumer-surplus gains among subprime

consumers, and nearly all of the surplus gain among superprime consumers. These superprime

consumers are most likely to “lock in” favorable pricing and also to keep their account for long

enough to have a substantial probability of migrating to other credit scores. The remaining (green

and gold) bars in the figure show analogous results where consumers only face risk to changes

in their private type, or only face risk to changes in their public type. The pattern where risk

over private types is seen to decrease the insurance value of the CARD Act’s restrictions arises

because risk over private types tends to be negatively correlated with risk over public types: that

is, a transition to a higher-risk public type is often partially offset by a simultaneous transition

to a lower-risk private type. Hence the “no-ψ” scenario in the figure represents a scenario where

some consumer types face the greatest repricing risk of all.

To help interpret the magnitude of these consumer surplus gains, recall that these surplus

measures are lump-sum equivalent variations for a permanent policy change. The estimates in

Figure 7 Panel (b) suggest these gains are on the order of a few hundred dollars in the absence of

any insurance value. This is closely comparable to present value of other estimates of the Act’s

price effects for consumers, e.g. those in Agarwal et al. (2015b). Interestingly, while these direct

pecuniary benefits are sizeable, the insurance value of the Act is of a similar magnitude.

5.3.3 The Role of Markups

In markets with adverse selection, informational or pricing restrictions of course do not always

translate into surplus gains even when consumers place insurance value on those restrictions.
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(a) Total and Consumer Surplus

(b) Consumer Surplus Decomposition

Figure 7 – Consumer and Total Surplus. Notes: Panel (a) shows estimated per-person changes in
lifetime consumer surplus and total surplus, from the pre-CARD-Act equilibrium to the new equi-
librium found under the CARD Act price restrictions. Total surplus is consumer surplus plus the
present value of lender profits. Consumer surplus is dollarized using each type’s marginal utility of
income (the price coefficients γ) and using median borrowed balances for a type’s credit score group.
Per-person surplus numbers are averaged to coarser credit-score groups using the type probability dis-
tribution µθ. Panel (b) shows a decomposition of consumer surplus gains under counterfactual scenar-
ios where consumers’ insurance demand is changed by removing their exposure to any consumer-type
changes (“no ∆θ”), to changes in public type (“no ∆x”), and to changes in private type (“no ∆ψ”).
Subprime consumers have FICO scores below 660; prime consumers’ scores are between 660 and 720;
superprime consumers’ scores are 720 and above.
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Handel et al. (2015), for example, give a prominent example of how similar informational restric-

tions can induce severe market unraveling in a perfectly competitive insurance setting. What

accounts for the relative lack of unraveling here? I show that markups in the pre-CARD-Act

period were necessary for the Act’s relatively positive effects for welfare.

To show this, I consider two ways of recasting the observed pre-CARD-Act equilibrium as a

more competitive one and then implement the CARD Act restrictions within that more competi-

tive setting. In the first approach, I suppose lenders’ marginal costs on each account are equal to

observed pre-CARD-Act prices on that account; that is, I set c0l(x) = p0l(x) and c1l(θ) = p1l(θ).

To avoid issues with equilibrium non-existence in a perfectly competitive selection market (Han-

del et al., 2015), I then collapse these lenders to a single representative lender by averaging across

all lender-level estimated parameters. This exercise can also be understood as ignoring the fi-

nite residual-demand elasticities evident in the repricing analysis in Section 4.2.2 and supposing

instead that the lender first-order conditions are satisfied at zero markups, while leaving my

demand estimates otherwise unchanged.

In the second approach, I posit instead that the demand response to repricing in Figure 5

might be greater than actually observed, such that the FOC-implied markups would be lower

than what I estimate (but nonzero). I then re-estimate the rest of the demand model as if

this were the case; specifically, I suppose these demand elasticities were sufficiently large as to

increase my estimates of price sensitivities γ by one bootstrapped standard error relative to the

point estimate in column (2) of Table 4, given how larger demand responses in Figure 5 would

map directly to larger demand responses.

In the first scenario – supposing zero markups in the pre-CARD-Act equilibrium – I find that

the market would completely unravel under the CARD Act restrictions. All prices in the market

exceed 150% APR, a vanishingly small share of consumers choose to borrow, and surplus per

consumer falls by between $100 and $600 depending on the credit score segment. I present these

results in Appendix Figure 13.

In the second scenario, I find in Appendix Figure 14 non-trivial unraveling (in the sense of

higher average costs) at all credit tiers, and I find the CARD Act would lead to lower total

surplus at all credit score tiers than in my baseline estimates.

A related question is the extent to which average prices fall under the CARD Act price

restrictions because of strategic interactions between lenders’ pricing strategies. Because prices

are strategic complements, and because one lender’s pricing of information can serve to make

another lender’s residual demand curve on new accounts more adversely selected, the CARD Act

price restrictions can exert additional downward pressure on prices through strategic channels.

To help quantify this effect, I solve for counterfactual pricing strategies in which each lender (i)

itself faces the CARD Act’s price restrictions but (ii) plays against competitors who continue

to play their pre-CARD-Act unrestricted pricing strategy. I find that lender-by-lender best
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replies in this case indeed reflect higher pricing than in the full post-CARD-Act equilibrium

where all lenders face the same restrictions. Interestingly, the differences in best replies vary by

FICO score: prices rise for subprime and superprime consumers on average by 1.96 and 0.49

percentage points respectively, while I estimate prices rise by 157 percentage points (i.e., near-

total unraveling in these lender-by-lender best replies) for prime consumers. The particularly

pronounced unraveling in the prime segment reflects a combination of adverse selection in residual

demand on new accounts (which I find is less pronounced for superprime consumers) and a

prevalence of switching across lenders (which is less common for subprime consumers).

5.3.4 Limitations

A notable caveat to these results is that I treat consumers’ type changes as exogenous to past and

current borrowing decisions. If consumers instead could affect their future types, in particular

by borrowing less to decrease the probability of becoming a high-risk type, then policies like

the CARD Act’s price restrictions that lead to more favorable pricing for high-risk consumers

could lead to increased borrowing through a moral hazard channel, potentially attenuating some

of the welfare gains that I estimate; this is a distinct notion of moral hazard from the price

invariance of default I argued for in Section 4.1.2. Hence a key question for other research and

for the interpretation of my welfare estimates is the extent to which default risk is driven by

forces potentially exogenous to borrowing choices, such as job loss, or rather is driven by the

accumulation of balances.

Another important caveat to these results is that I model consumers with rational expecta-

tions over their own future types and firms’ pricing. This assumption may be in tension with

evidence on behavioral frictions in consumer credit markets. While a full exploration of behav-

ioral credit card borrowers is beyond the scope of this paper, I consider robustness to a form

of myopia in which consumers at first misunderstand that lenders’ pricing will respond to type

changes. In particular, I consider a small mass of myopic consumers who enter the market each

period, holding no credit card and unaware that credit card pricing responds dynamically to

type changes. As soon as they open their first credit card account, they learn that they can face

repricing, and they behave like non-myopic consumers thereafter; for tractability I also suppose

the mass of these entrants each period is zero so that they do not affect equilibrium pricing.15

Under this model of myopia, the CARD Act provides greater surplus gains to myopic consumers

than non-myopic consumers, especially for consumers with higher credit scores, as they incur the

15The mass of myopic types cannot accumulate to a nonzero measure even over infinite horizons, given nonzero
probabilities each period of becoming non-myopic each period via entry into card-holding. A full analysis of
equilibrium with a positive mass of both behavioral and non-behavioral types, for example in the vein of Gabaix
and Laibson (2006), is beyond the scope of this paper. An alternative analysis would consider a market with
only behavioral types, but this is difficult to implement in the case of myopia about repricing, because lenders’
high retention rates among borrowers with high ψ types (see e.g. Table 3) cannot then be rationalized without
implausibly high switch costs κ, which then tend to unrealistically depress entry rates into cardholding.
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largest optimization errors when myopic. For example, in the prime market segment, myopic

consumers’ lifetime surplus gains from the Act are $1,776, contrasted with gains of $1,589 for

non-myopic consumers.

One more caveat to note is that I assume consumer-lender account relationships are strongly

revealing of borrower private types: lender learning is fast. Different modeling tools are needed

to study slower learning, and I anticipate non-parametric identification of borrower private types

may no longer be possible in such a setting. Understanding the role of imperfect learning in

markets with asymmetric information and imperfect competition is an important and difficult

question for future work.

6 Conclusion

I study regulation that constrains lenders from discretionarily adjusting pricing on their out-

standing loans. Under the 2009 Credit CARD Act, US credit card lenders were restricted from

such discretionary price increases, suggesting the Act may limit how prices can reflect infor-

mation learned over the course of lending relationships. I find that the kind of price increases

restricted by the Act affected over 50% of borrowing accounts in the pre-CARD-Act period, that

these price changes reflected both demand- and risk-relevant information, and that when pricing

this information became restricted, price dispersion on newly mature accounts dropped sharply

by about one third. Accompanying this shift toward more pooled pricing, I find descriptive

patterns consistent with partial market unraveling: some consumers left the market and this

occurred especially for credit scores that saw the greatest price increases in the left (cheap) tail

of their price distribution.

I then use a structural model to understand the mechanisms for, distributional patterns in,

and welfare consequences of the CARD Act price restrictions’ effects. The model quantifies a

precise ceteris paribus sense of the restrictions’ effects wherein I hold constant pre-CARD-Act

primitives – including demand, risk, and product differentiation – and then study the effects

of regulation that restricts dynamic discretionary pricing. I confirm that these restrictions lead

to partial market unraveling, especially among subprime consumers, where prices newly exceed

willingness to pay for up to 30% of the privately safest borrowers. Consumer surplus nevertheless

rises. Investigating mechanisms for these surplus changes, I find that these gains come partly

from reduced lender profits, and partly from the restrictions’ insurance value for consumers who

face deterioration in their risk over time. Although these results are particular to US credit

cards, an interesting area for future work may be to explore which other markets offer similar

conclusions about the welfare benefits of informational pricing restrictions when competition is

imperfect, and how financial products or public policy can be optimally designed in response.
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A. Lizzeri, Elsevier, vol. 5 of Handbook of Industrial Organization, Volume 5. 5

Cohen, A. and L. Einav (2007): “Estimating risk preferences from deductible choice,” The
American Economic Review, 97, 745–788. 4.1.2

Consumer Action (2007): “2007 Credit Card Survey,” Tech. rep., Consumer Action News. 16
Consumer Financial Protection Bureau (2013a): “CARD Act Report,” Tech. rep., Con-
sumer Financial Protection Bureau. A.2, A.3.1, 21, A.10

——— (2013b): “Consumer Credit Panel,” CFPB Confidential Dataset, accessed 2016-24. 2
——— (2013c): “Credit Card Database,” CFPB Confidential Dataset, accessed 2016-24. 2
——— (2017): “The Consumer Credit Card Market,” Tech. rep., Consumer Financial Protection
Bureau. 4.3

Crawford, G. S., N. Pavanini, and F. Schivardi (2018): “Asymmetric information and

43



imperfect competition in lending markets,” American Economic Review, 108, 1659–1701. 6,
4.1.2, 4.1.2, 5.3.1

Cuesta, J. I. and A. Sepulveda (2021): “Price Regulation in Credit Markets: A Trade-Off
between Consumer Protection and Credit Access,” Working Paper. 5

Debbaut, P., A. Ghent, and M. Kudlyak (2016): “The CARD Act and Young Borrowers:
The Effects and the Affected,” Journal of Money, Credit and Banking, 48, 1495–1513. 1

Dempsey, K. and M. Faria-e-Castro (2021): “A Quantitative Theory of Relationship
Lending,” Working Paper. 5

Doraszelski, U., G. Lewis, and A. Pakes (2018): “Just starting out: Learning and equi-
librium in a new market,” American Economic Review, 108, 565–615. 12
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Heidhues, P. and B. Kőszegi (2015): “On the welfare costs of naiveté in the US credit-card
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